
����������
�������

Citation: Muaad, A.Y.; Al-antari,

M.A.; Lee, S.; Davanagere, H.J. A

Novel Deep Learning ArCAR System

for Arabic Text Recognition with

Character-Level Representation.

Comput. Sci. Math. Forum 2022, 2, 14.

https://doi.org/10.3390/

IOCA2021-10903

Academic Editor: Frank Werner

Published: 26 September 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Proceeding Paper

A Novel Deep Learning ArCAR System for Arabic Text
Recognition with Character-Level Representation †

Abdullah Y. Muaad 1,2,* , Mugahed A. Al-antari 3,* , Sungyoung Lee 4 and Hanumanthappa Jayappa Davanagere 1,*

1 Department of Studies in Computer Science, University of Mysore, Manasagangothri, Mysore 570006, India
2 IT Department, Sana’a Community College, Sana’a 5695, Yemen
3 Department of Artificial Intelligence, Sejong University, Sejong 30019, Korea
4 Department of Computer Science and Engineering, College of Software, Kyung Hee University,

Suwon-si 17104, Korea; sylee@oslab.khu.ac.kr
* Correspondence: abdullahmuaad9@gmail.com (A.Y.M.); en.mualshz@sejong.ac.kr (M.A.A.-a.);

hanumsbe@gmail.com (H.J.D.)
† Presented at the 1st International Electronic Conference on Algorithms, 27 September–10 October 2021;

Available online: https://ioca2021.sciforum.net/.

Abstract: AI-based text classification is a process to classify Arabic contents into their categories.
With the increasing number of Arabic texts in our social life, traditional machine learning approaches
are facing different challenges due to the complexity of the morphology and the delicate variation
of the Arabic language. This work proposes a model to represent and recognize Arabic text at the
character level based on the capability of a deep convolutional neural network (CNN). This system
was validated using five-fold cross-validation tests for Arabic text document classification. We
have used our proposed system to evaluate Arabic text. The ArCAR system shows its capability
to classify Arabic text in character-level. For document classification, the ArCAR system achieves
the best performance using the AlKhaleej-balance dataset in terms of accuracy equal to 97.76%. The
proposed ArCAR seems to provide a practical solution for accurate Arabic text representation, both
for understanding and as a classifications system.

Keywords: deep learning ArCAR system; Arabic character-level representation; Arabic text docu-
ment classification; Arabic sentiment analysis

1. Introduction

Natural Language Processing (NLP) is one of the most important topics which came
from the combination of linguistics and artificial intelligence, etc. NLP is an interesting
topic for humans to make interactions with machines. NLP’s purpose is to process textual
content and extract the most useful information so that we can make better decisions in our
daily lives.

There are about 447 million native Arabic speakers and dialects in the world [1,2]. The
Arabic language is the main language of 26 Arab countries (i.e., Arab countries) which
possesses many difficulties compared to English. Arabic text analytics are incredibly sig-
nificant with respect to making our lives easier in many domains such as document text
categorization [3], Arabic sentiment analysis [4], and detection of email spam. In fact, the
Arabic text faces many challenges as mentioned in [5] such as stemming, dialects, phonol-
ogy, orthography, and morphology. Each level of the classification method necessitates
a significant amount of labor and attention from the user, especially with preprocessing
text which requires various steps due to the difficulties of Arabic text. Until today most of
the representation techniques for the classification of Arabic text have depended on words
rather than characters while at the same time the difficulty of stemming Arabic words is
still a big challenge. For that reason, we attempted to determine a representation for Arabic
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text which would decrease these difficulties. Stemming Arabic words is still a big challenge
which, requires an understanding of the word’s root which is not easy in many cases.

Due to these challenges, we developed a new Arabic text computer-aided representa-
tion and classification system that understands and recognizes Arabic at the character level
to classify Arabic documents. This paper will aid in the representation of Arabic text while
at the same time assisting the classification.

2. Related Works

The work which has been done for Arabic text representation and classification is much
less compared to English text. Little research on the analysis of Arabic text classification
had been done but it has been shown to give different results when working with Arabic
text. The most important technique for Arabic text classification is usually representation
and classification, so in this section, we will survey the most important steps for that
reason. In this section, we will conduct a brief literature review focusing on two key stages:
representation such as paper [6,7] and classification such as paper [8] as follows:

2.1. Representation

The authors in [8] introduced Term Class Weight-Inverse Class Frequency (TCW-ICF)
as a new representation approach for Arabic text. Using their representation, the most
promising features of Arabic texts can be retrieved.

Etaiwi et al. introduced an Arabic text categorization model based on a graph-based
semantic representation model [7]. Their accuracy, sensitivity, precision, and F1-score,
for their work increased by 8.60 percent, 30.20 percent, 5.30 percent, and 16.20 percent,
respectively.

To improve Arabic text representation, Almuzaini et al. presented a framework that
combined document embedding representation (doc2vec) with sense disambiguation.
They then used the OSAC corpus dataset to conduct their work experiments. In terms of
F-measure, they were able to attain a text categorization accuracy of 90% [9].

Oueslati et al. implemented Deep CNN to Arabic sentiment analysis (SA) text in 2020.
They used character-level features to represent Arabic text for sentiment analysis. As a
result, their effort has several limitations, such as the absence of all characters and a large
number of Arabic characters, which lead to misunderstandings of the Arabic text [10].

As a result, we’re quite enthusiastic to look for a better option for representing Arabic
text in order to overcome these challenges.

2.2. Classification

The most crucial phase in the classification of the various contextual Arabic materials
into a valid category is the classification itself. Here we survey some of the recent work.

The authors in [11] implemented a fuzzy classifier to improve Arabic document
classification performance. Their results were equal to a precision of 60.16%, recall 62.66%,
and f-measure 61.18%.

The first character-level deep learning ConvNet for English text classification was
proposed by Zhang et al. [12]. They employed eight large-scale datasets to validate their
model and had the lowest testing errors across the board.

In 2020, Daif et al. presented AraDIC [6], the first deep learning framework for Arabic
document classification based on image-based characters

Ameur et al. suggested a hybrid CNN and RNN deep learning model for categorizing
Arabic text documents using static, dynamic, and fine-tuned word embedding [3]. The most
meaningful representations from the space of Arabic word embedding are automatically
learned using a deep learning CNN model.

Due to this survey of the classification algorithm for Arabic text, we concluded that we
should use Python 3.7 programming to complete our project. We also employed machine
learning technologies.
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3. Proposed Model

Figure 1 shows the proposed framework for Arabic text classification at the character
level with two types of algorithms; (1) traditional machine learning, (2) Deep learning
using CNN as we mention in Figure 2. Our proposed approach can be used to recognize
Arabic documents
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3.1. Architecture

The proposed machine learning for Arabic text classification based on different types
of representation is presented in Figure 1.

3.2. Machine Learning

This model utilizes two different types of representation TFIDF and BOW.

3.3. Deep Learning

We proposed a deep learning model for Arabic text classification based on CNN. The
represented text was at character level as shown in Figure 2 with an Arabic documents
classification of accuracy equal to 97. The beauty of this model is that we can avoid
preprocessing steps by representing text in character level which at the same time enables
better accuracy.

4. Experimental Analysis

We used Python programming to complete our work. We also employed machine
learning technologies and data analysis known as scikit-learn2, TensorFlow, and Kera’s. We
used a classification system based on CNN and character level representation to classify
Arabic text.
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4.1. Dataset

This dataset is gathered from all articles published in the news portal from 2008 to
2018. The collected text dataset exceeds a volume of 4 GB and most of the articles published
on the websites were not categorized and had a vague label. As a result, there were seven
categories populated with a reasonable number of articles under each category to serve the
text classification tasks. The dataset was balanced by restricting the number of articles in
each category to around 6500, as shown in Table 1

Table 1. Data Distribution Per Class for Alkhaleej Corpus.

Class Name No. of Documnet

Finance 6500
Sports 6500

Culture 6500
Technology 6500

Politics 6500
Medical 6500
Religion 6500

4.2. Implementation Environment

We utilized a PC with the following characteristics to carry out all of the experiments
in this study: One NVIDIA GeForce GTX 1080 GPU and an Intel R Core(TM) i5 K processor
with 8 GB RAM and a 3.360 GHz clock. The described system is built with a Python 3.7
with TensorFlow and Kera’s back-end libraries on a Windows operating system.

4.3. Evaluation Metrics

To evaluate our proposed ArCAR, we used the following metrices as in [13]

Recall =
TP

TP + FN
, (1)

Specificity =
TN

TN + FP
, (2)

F1 − Measure =
2·TP

2·TP + FP + FN
, (3)

Overall Accuracy =
TP + TN

TP + FN + TN + FP
, (4)

where TP, TN, FP, and FN stand for true positive, true negative, false positive, and false
negative detections, respectively. A multidimensional confusion matrix was utilized to
generate all of these properties. Finally, we used the weighted-class technique to determine
the evaluation for each dataset to avoid having test sets that were uneven across all classes
or indices [14,15].

5. Results and Discussion

The algorithms such as MNB, BNB, Logistic Regression, SGD Classifier, SVC, and
linear SVC are implemented herein using Python with Anaconda [Jupyter notebook]. The
proposed methods use Python-based machine learning tools such as NLTK, pandas, and
scikit-learn to investigate performance indicators. Meanwhile, for deep learning models
such as CNN, additional libraries like as Kera’s and TensorFlow were used. The results
and discussions concerning the various techniques incorporated are highlighted in the
subsequent sections.

5.1. Machine Learning

For this work, the proposed system was evaluated using Khaleej datasets with machine
learning. As shown in Table 2, the best performance was achieved using Linear SVC with
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Accuracy 93 with TFIDF representation. At the same time, the best accuracy with BOW
representation was SGD Classifier.

Table 2. Accuracy for Alkhaleej with and without preprocessing.

Classifiers BOW
without Pre

BOW
with Pre

TFIDF
without Pre

TFIDF
with Pre

Multinomial NB 88 88 64 58
Bernoulli NB 61 73 61 73

Logistic Regression 92 92 90 91
SGD Classifier 91 91 93 92

SVC 90 91 90 92
Linear SVC 92 91 93 92

5.2. Our Proposed Deep Learning

For this work, the proposed system was evaluated using Khaleej datasets with deep
learning. As shown in Table 3 and Figure 3, the best performance was achieved using CNN
with overall accuracy, F1 measure score, precision, and recall, of 97.47%, 93.23%, 92.75%,
and 92%, respectively.

Table 3. Result of the proposed system in deep learning.

Metrics Accuracy F Measure-Score Precision Recall

AlKhaleej data 97.47 92.63 92.75 92
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6. Conclusions

This paper provides a new deep learning strategy for character-level Arabic text classi-
fication in Arabic text data. We used datasets in the multiclass problem to demonstrate our
system’s dependability and capability regardless of the number of classes in our technique,
which encodes Arabic text at the character level to avoid preprocessing restrictions like
stemming. Simultaneously, we compared our results to those of five machine learning
techniques to show that our model outperformed them all. The following are our future
plans to increase the performance of the planned system: The problems of multi-label text
categorization and Arabic data augmentation need to be handled.
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