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Abstract: The video game and entertainment industry has been growing in recent years, particularly
those related to Virtual Reality (VR). Therefore, video game creators are looking for ways to offer
and improve realism in their applications in order to improve user satisfaction. In this sense, it is
of great importance to have strategies to evaluate and improve the gaming experience in a group
of people, without considering the fact that users have different preferences and, coupled with this,
also seeks to achieve satisfaction in each user. In this work, we present a model to improve the user
experience in a personal way through reinforcement learning (RL). Unlike other approaches, the
proposed model adjusts parameters of the virtual environment in real-time based on user preferences,
rather than physiological data or performance. The model design is based on the Model-Driven
Architecture (MDA) approach and consists of three main phases: analysis phase, design phase, and
implementation phase. As results, a simulation experiment is presented that shows the transitions
between undesired satisfaction states to desired satisfaction states, considering an approach in a
personal way.

Keywords: user experience; virtual environments; model-driven architecture (MDA)

1. Introduction

Nowadays, video games are not only oriented to entertainment. Their portability and
availability on multiple platforms allow them to be considered for diverse applications
in various disciplines. Authors such as Boyle et al. [1] present video games aimed at
Science, Technology, Engineering, and Mathematics (STEM) Forsyth et al. [2], Coller and
Scott [3], Joiner et al. [4], and Pichierri et al. [5] mention some of them that are oriented to
companies with a knowledge acquisition purpose. Among the most popular today, we
can find video games oriented to the health field, which cover exercise, rehabilitation [6,7],
quality of life [8], and advanced life support training [9]. These were considered to be
entertaining and address affective, cognitive, and physiological states. In addition, they
are often considered a pleasurable and rewarding activity [10,11], enhancing interest in a
method that keeps users at the edge of their performance.

In the field of entertainment, the video game industry is one of the industries with
the highest revenues worldwide. Being one of the preferred activities for young and old.
Video games in 2019 reported revenues of more than $152.1 billion, with a year-on-year
increase of +9.6%. By 2022, it has an estimate of $196.0 billion with a Compound Annual
Growth Rate (CAGR) of +9.0% from 2018 to 2022 [12]. As shown in Figure 1.
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Figure 1. The annual growth rate of the total video game market. Figure by Wijman [12].

Video games are considered a deeply engaging activity because of their focus on
elevating user experience (UX), engagement, presence, immersion, flow, psychological
absorption, and dissociation. Currently, VR plays an important role in the new generation
of video games, as it offers novel forms of interaction making them even more attractive to
users. Among the advantages of virtual reality is that it provides presence and telepresence,
which refers to the feeling of being in an environment in an immersive way. This technology
has been widely applied to different disciplines, such as entertainment [13], education [14],
and health [15]. Authors such as Neri et al. [16] have presented the positive effects of using
virtual reality in older adults so that they can improve their mobility skills and balance
measurements, in addition to obtaining positive effects concerning balance and fear of
falling Neri et al. [16]. Virvou and Katsionis [17] presented a study in which they measured
the usability of virtual reality in an educational game context, the results of this evaluation
concluded that the virtual reality video game was usable and enjoyable for students.

In other fields of application in which virtual environments can be mentioned, we
can find authors such as Lokka and Çöltekin [18] who propose a design of memorable
3D geovisualizations for the acquisition of spatial knowledge during virtual navigation.
In this proposal, a study is carried out in which realistic and abstract geovisualizations
are proposed in order to verify learning in different contexts. This study allowed us to
know the behavior of the users before the different types of geovisualizations and how
they use their cognitive skills and experience to solve navigation tasks. Hruby et al. [19]
analyzed the basic characteristics of highly immersive virtual environments (HIVE). These
proposed environments offer a level of detail to the user that allows him/her to have a
lived experience. In addition, the concepts used in cartography such as scale and time are
introduced and are brought to virtual reality. One of the objectives of this work is to identify
the characteristics of HIVE that can be used in geo-visualization applications Keil et al. [20].
It offers an alternative so that developers can use geospatial data in virtual environments,
allowing one to produce cartographic applications in which digital elevation information,
data models can be considered, and that can also simulate constructions, represent places,
or specific situations. Offering new forms of interaction to users through immersive virtual
environments. As can be seen, various growing industries are adopting solutions based on
virtual reality, which is why it is necessary to have strategies in the field of user experience.
Interaction with virtual environments has a great physiological impact on users that can
generate positive or negative results (for example, boredom and disinterest), so the user
experience must be cautious. On the other hand, it is important to have a design of virtual
environments that can provide support to researchers and designers so that they can
improve the user experience and encourage more researchers to carry out more studies in
the area.

Under this context, the use of model-based strategies oriented to software develop-
ment brings several advantages for the designers [21]. Due to the complexity of software
artifacts, it is necessary to establish various levels of abstraction for proper identification of
the profiles involved and thus define the development phases and objectives. In addition,
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having software that can meet user expectations requires that it can constantly evolve
because there are a variety of stakeholders involved and a degree of mediation is required
to describe the technical aspects of the development. Systems development under a model-
driven approach includes software capable of automatically discovering the properties of
its environment and adapting to that environment by various means, including dynamic
modification of its own behavior [22]. This work presents a model for the design of vir-
tual environments under Model-Driven Architecture (MDA). This proposed model has
the purpose of producing virtual environments where the user’s personal adjustment of
parameters can be considered by means of the reinforcement learning technique, so that
these environments can be adapted to the consumer’s preferences.

This work is composed of the following sections. Section 2 presents a literature review
on the topic of UX in virtual environments, particularly the functionalities of modeling
tools. Section 3 presents a literature review of work using a model-based approach to
solution development. Section 4 advocates a new UX improvement model under the MDA
approach. Section 5 implements the proposed model in a case study and the results are
presented in Section 6. Section 7 discusses the implementation results. Finally, conclusions
and future work are presented in Section 8.

2. Background
2.1. Virtual Environments

Virtual environments offer various forms of interaction and immersion, which allows
them to be considered in various fields of application involving simulation and training
under different scenarios represented by virtual worlds. In this sense, we can find several
classifications of these environments.

• Augmented Reality (AR) virtual environments provide the user with a semi-immersive,
non-intrusive experience and have a wide range of applications such as video games [23],
in construction [24], and applications for mobile devices [25], object tracking and recog-
nition, among others. The glasses contain a screen placed in front of the human eye and
produce a virtual image, allowing the user to naturally experience a mixture of virtual
information from the real world [26].

• Virtual Reality (VR), according to Jerald [27], is defined as a digital environment
generated by a computer that can experience and interact as if that environment were
real. Virtual reality environments contribute to the presence and telepresence [27]; this
refers to the feeling of being in an environment in an immersive way. This technology
is widely applied to different fields such as entertainment [13], education [14], and
healthcare [15]. VR encompasses a variety of users, such as older adults [16] where the
use of VR environments is suggested to improve balance and mobility compared to
conventional and untreated interventions, and children and youth where the usability
of VR is studied in an educational gaming context. Some evaluations show that VR
games are useful and enjoyable in students [17].

• Mixed Reality (MR), according to Speicher et al. [28], is classified into four strands:
that which may or may not include VR, a combination of AR and VR, the ability to
combine the two technologies in one system or mobile device, and as an enhancement
of AR. That is, it includes physical interaction with virtual elements.

2.2. Player and Video Game Aspects

According to Caroux et al. [29], player–video game interactions are interactions that
influence the technical aspects of video games, and they also influence the participation
and enjoyment of players. Regarding the design of video games, the aim is to offer the
user the best possible experience. In this sense, Caroux mentions the lack of strategies
that allow a correct definition of player–video game interactions, so he proposes a list of
aspects of player–video game interaction, as shown in Figure 2. With this, Caroux intends
to contribute elements to researchers and developers so that they can better understand
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the role of the aspects and their practical implications to optimize the interactions between
the player and the video game.

Figure 2. Aspects (gray) of player–video game interaction and their respective concepts (white),
by Caroux et al. [29].

2.3. Reinforcement Learning

Reinforcement Learning (RL) is a machine learning technique for sequential decision-
making systems [30]. The goal is to control a system to maximize a numerical performance
measure (a reward) over the long-term through a set of actions by an agent, as presented in
Figure 3. These algorithms do not require a dataset, instead they provide partial information
to an agent and find a policy that returns the maximum measured numerical performance.
In the area of RL, there are algorithms of Dynamic Programming (DP) and Temporal-Difference
(TD) algorithms. DP requires knowledge of a model of the world (e.g., Markov decision
process) and TD methods that learn directly from experience (resampling), without a model
of the dynamics of the environment (i.e., does not require knowledge of the world). One of
the most widely used algorithms is Q-learning, which takes model-free (i.e., it is not based
on transition probabilities) and out-of-policy (the agent follows any policy) incremental
learning until it converges to the optimal policy [31]. This algorithm has been applied to
several problems in control systems, games, and robotics [32]. It differs from other RL
algorithms in that it does not require knowledge of a model or training data, and it finds
the optimal solution by calculating values for the action-value function (Equation (1)) until
it converges.

Figure 3. RL scheme. The agent takes an action (At) from a set of tasks within an environment and
this, in turn, changes from one state of the environment to another.

Q(St, At)← Q(St, At) + α
[
Rt + γ max

a
Q(St+1, a)−Q(St, At)

]
(1)

2.4. Model-Driven Architecture (MDA)

From a Human–Computer Interaction approach, Model-Driven Architecture (MDA)
is a technique in software design that separates the business from the system for a specific
platform. MDA allows working on different application domains and technology platforms
allowing to transform platform-independent models to produce specific models. This
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approach is flexible, increases the level of abstraction, enables integration and maintenance,
and reuse.

MDA provides a set of instructions for structuring specifications, which is based on
transformations between interconnected models (Figure 4):

Figure 4. Model-Driven Architecture (MDA) scheme.

• The Computer-Independent Model (CIM) provides a formal representation of the
system from a high-level perspective. The objective is to present the basic structure
of the system (e.g., functional and non-functional requirements, business rules, user
stories, etc.), this is known as the business model.

• The Platform-Independent Model (PIM) supports the design-level representation of
the system such as metaphors, flowcharts, Unified Modeling Language (UML) [33]
models, Concur Task Trees (CTT) [34] notation, and processes.

• The Platform-Specific Model (PSM) implements the designed artifacts of the PIM
model. It is characterized by system documentation and system coding.

3. Related Work

In the literature, we can find several strategies for software and video game develop-
ment under a model-driven approach [35–38]. Some of these proposals focus on reducing
the number of errors, the time required, and development costs, thua favoring higher
productivity [39]. Other works include factors such as usability and user experience, where
the model-driven approach allows establishing traceability throughout the development
process. Some of these works are presented below. Fernandez et al. [40] proposes an
approach for video game development based on MDA where rapid iterations are generated
at the beginning of the development, and independent and platform-specific models can
be evaluated to identify and correct usability problems before reaching the final code
generation stage of the video-game. The use of model-based approaches helps designers
and developers to have traceability mechanisms that are difficult to find in traditional
development approaches.

Works such as Valdez et al. [41] use the model-based approach to increase productiv-
ity through the reuse of standardized models, which helps to simplify the development
process and the generation of best practices in the domain application. Valdez proposes a
platform that aims to facilitate the development of video games under the model-based
engineering approach through the use of domain-specific languages (DSL). This is a declar-
ative language focused on solving problems over a particular domain. It allows models
to be clearly expressed using a DSL whose language is specifically designed to meet the
specific needs of the application domain.

Authors such as Abrahão et al. [42] focus on aspects of usability and playability, as
these are important aspects that allow the user to learn and use the video game, and
consequently, to make it attractive. Abrahão identified that the evaluations of these aspects
are performed in the later stages of the development cycle, so a model-driven approach
can offer an alternative for their detection and correction, due to their intrinsic traceability
mechanisms. Thus, platform-independent and platform-specific models can be evaluated
to correct usability problems before the generation of the final video game code.



Appl. Sci. 2021, 11, 2804 6 of 26

This literature review allows highlighting the importance of having strategies under
model-based approaches that allow for the generation of virtual environments in which
the parameters that help to provide a better user experience can be identified and validated
throughout the development life cycle.

4. Model to Evaluate and Improve User Experience

This section presents a model that allows virtual environments to be adapted to the
user’s preferences in a personal way [43–46]. This is intended to improve satisfaction
and avoid negative outcomes while interacting with the virtual environment. The model
considers RL and MDA strategies in its design. In the literature, we can find approaches
that only focus on evaluating and improving the game experience [44,45,47] without
considering the fact that all users have different preferences, and therefore achieving the
satisfaction of each one differs. Likewise, other approaches adjust the game based on
physiological data, which state that difficulty levels are related to user states. High levels of
difficulty lead to anxiety, frustration, and stress, and low levels of difficulty lead to apathy,
boredom, and relaxation. Contradictory to this, some users may enjoy states of anxiety,
and just as many may be satisfied with states of apathy and relaxation [48].

For the design of the proposed model in Figure 5, it takes as a basis the fundamentals
of the MDA approach for the design of virtual environments that can be adapted to the
user’s needs. The proposed model is composed of the following phases: the Computation-
Independent Model (CIM) established as an analysis phase, in this phase the system and
user tasks are defined, as well as the context tools. The Platform-Independent Model
(PIM) is described as a design phase, in this phase the virtual environment interface
and design diagrams—general system diagrams, UML model, and CTT notation—are
required to define the interaction between elements and the process. The Platform-Specific
Model (PSM), as the implementation phase, which consists of the virtual environment
experience, the description of the user interaction, and a testing stage from a Software
Engineering (SWE) and Human–Computer Interaction (HCI) [49] perspective. Each phase
of the proposed model is described in detail below.

Figure 5. Model-driven approach of virtual interactive environments for enhanced user experience.
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4.1. Analysis Phase

As illustrated in Figure 6. This phase starts with the development process to establish
the modeling in the context of the virtual environment requirements. It is mainly composed
of the determination of the requirements of the virtual environment, the determination of
the user’s needs, and the context on which the virtual environment will be executed. The
parts that make up the analysis stage are described below.

Figure 6. Analysis phase of proposed model.

4.1.1. Requirements Determination

It consists of following a series of steps, which include the following.

• Determine the objective of the application, either for entertainment or learning appli-
cations (e.g., complex, serious, or educational video games).

• Identify and select the UX evaluation scales according to the previously defined
objective considering covering most of the player and video game aspects [29].

• Develop a virtual environment according to the heuristic rules. The virtual environ-
ment has to be realized based on a guide of heuristic evaluations to ensure its usability.

• Evaluate the user experience with targeted tasks in virtual environments. It is nec-
essary to define tasks or objectives that users must complete and to propose the
development of experiments or case studies to evaluate them.

4.1.2. User Need Tests

Determining user needs consists of a series of test definitions that consider the various
interactions with the virtual environment. For example, testing the usability of a product
in a development cycle, the different hardware technologies or virtual environments, and
the activities that the player will perform. These user tests can be carried out through small
interactions or iterative processes applied in HCI experiments or under standards such
as ISO 9241-210 “Ergonomics of human–system interaction—Part 210: Human-centered
design for interactive system”. They can also be carried out through the integration of agile
methods which helps their management during the application of the model [50].

4.1.3. Identify User Profile

It is necessary to focus on the right users, this means identifying the target market
for the virtual environment and the application of the model. It is important to work
with enough users to know most of their needs and to work with those who use the [50]
application; for example, a work environment focuses on users who are more productive or
who use the technology of interest. Here, the user profiles are defined, for this, demographic
information is required such as age, gender, and experience with virtual environments.
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From this, experiments or case studies can be defined, either between-subject or within-
subject tests, leading to different interpretations of hypothesis testing.

4.1.4. Context Analysis and Task Analysis

The context analysis should be described from a physical, technical, organizational,
and social context; from a physical context, specify the resources to be used for the model;
technical, choose the tools and programs needed to carry out the model application;
organizational, investigate when an observed effect is due to the configuration conditions or
if the results are generalizable to other situations; and social, human factors to be observed,
e.g., the group of people, ethnicity, and performance to be measured of the user [51]. On the
other hand, in task analysis the objectives or instructions are communicated to the users.

4.1.5. Evaluation Metrics

Based on the analysis of context, tasks, and users, evaluation metrics can be defined.
These evaluation metrics can be addressed with hypothesis testing using statistical analysis,
which depends on the experimental design. For example, taking into account whether the
application of the model consists of between-subjects or on-subjects experimentation, the
order effect, the independent and dependent variables, the procedure, etc. On the other
hand, these evaluation metrics can also be addressed with questionnaire design, either
Likert scales, open-ended questions, and closed-ended questions; this helps to collect data
information from the user profile or the application to be further processed with statistical
methods to evaluate the performance of the model [51,52].

4.2. Design Phase

As illustrated in Figure 7, the following describes the parts of the design phase which
is specified as follows.

Figure 7. Design phase of proposed model.

According to Figure 7, the interface is specified and then an interaction design of the
virtual environment is presented. The interface specification and interaction design are
based on the user acquisition stage of the user profile, user interaction, and user evaluation.

4.2.1. Interface Specification

The interface specification concentrates on a representation of the environment. It
consists of making a sketch of the user interface. For example, designing the menus, visual,
auditory, or interactive elements. Once the sketch is done, it is followed by feedback, either
through user testing or comments from stakeholders and experts (stakeholders). Then,
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interface validation is performed. The interface specification can be carried out in the form
of a development cycle for user-centered designs or agile methods [51].

4.2.2. User Interaction Design

In user interaction (formal representation of the environment), general diagrams of
the environment are made as part of the system design (UML models [53]) to represent
the structure and interaction between system elements, and a Concur Task Tree (CTT)
notation [54] that shows the process for representing and completing a task (e.g., the steps
a user has to follow to make a record or steps a player has to follow to finish a mission).
This allows identifying defects in the analysis phases to refine the requirements or user
needs and ensure a proper and documented virtual environment.

4.2.3. Algorithm Design

The core elements of the design phase are based on two stages: user profile acquisition
stage, interaction stage.

The user profile acquisition stage: To obtain user preferences, a user profile acquisition
stage is required (see Figure 8), which consists of generating different states of satisfaction
(data preprocessing) from a set of environment customization parameters (e.g., changes in
environment elements, difficulty in the environment and time to complete the objectives).
To define these states, a testing stage should be considered for a period of time, either in a
dynamic demonstration or questions in the user interface.

Figure 8. Elements of the user profile acquisition stage of the design phase.

The user interaction stage: it consists of the interaction between the user and the
environment, where the reinforcement learning algorithm adjusts the virtual environment
in a personal way for each user by switching between states (e.g., missions, levels, or a set
of parameters that redefine the difficulty) that are translated into states of user satisfaction.
Figure 9 shows how the preprocessed data from the parameters selected in the acquisition
stage are passed to the reinforcement learning environment. Within the environment, the
Q-learning algorithm [31] moves from one state to another until it brings the user to a state
of satisfaction. Once the goal is met, a user experience evaluation stage proceeds.

Figure 9. Elements of the interaction stage of the design phase.

These must be specified before the development of the virtual environment. Once these
stages are defined, the coding is done according to the interaction design established. Part
of the algorithm design concerning these stages consists of the preprocessing of the data
obtained in the user profile acquisition stage, the selected reinforcement learning algorithms,
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the scene selectors in case of needing to switch between views within the environment, and
the interaction of the environment elements with the users and the user interface.

4.3. Implementation Phase

As presented in Figure 10, during this phase the artifacts designed in the interaction
phase are implemented and tested to ensure proper functionality. This phase is composed
of two parts: a scene diagram and the test design. The scene diagram presents the flow that
exists in the user interface (e.g., composed of visual, auditory elements, and the options
of the virtual environment with which the user can interact). On the other hand, the tests
consist of evaluating the model from two perspectives: Human–Computer Interaction
(HCI) and Software Engineering (SWE). From the HCI context, elements of interaction,
tasks, and procedures, and usability are included. From the SWE side, functionality,
performance, system, and compatibility are included.

Figure 10. Implementation phase of proposed model.

The following section presents the results of a case study and its simulation under the
proposed model.

5. Implementation of the Proposed Model

This section presents the implementation of the proposed model of Figure 5 through
the development of a virtual environment in which a reinforcement learning algorithm
that takes into account the user’s preferences is implemented. Next, the stages proposed
for the implementation under the proposed model are described.

5.1. Analysis Phase

The virtual environment consists of a single-player racing video game. The video
game is an adaptation of a template named: Karting Microgame, this template is an open
project racing game available on the Unity3D platform [55,56]. This template initially
consists of a track and 3 laps. Subsequently, the implementations were made to the virtual
environment according to the proposed template.

The virtual environment is composed of the design of seven different tracks, as shown
in Figure 11. Each track presents a particular design in which the same style of its visual
elements is preserved.
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Figure 11. Tracks proposed for the virtual environment, each of the tracks incorporates various static
and dynamic elements.

The player could control a cart, collect coins, and avoid obstacles. The cart can move
in all directions, jump, crash, and skid. In addition, the player has to navigate the whole
track to finish the lap. The player starts at the lap control point and has to perform 3 laps to
finish a track (see Figure 11). During the game, the player interacts with static and dynamic
elements (see Table 1). In addition, the player must avoid obstacles and collect coins that
appear along the way. The player collects a coin, a coin counter that appears on the user
interface changes, and the player gets a point. The game ends when the user reaches the
maximum state of satisfaction.

Table 1. Description of interactive elements related to the virtual environment.

Item Description Image

Coin They appear on the track and when the cart collides with it, it makes a sound and the coin disappears
when it is collected.

Kart User-controlled car that can move in all possible directions, jump, crash, and skid.

Gummy Bear Obstacle on the track, it appears randomly on the track according to the user’s preferences.

Lollipop Obstacle on the track, appears randomly on the track according to the user’s preferences.

Cookie Obstacle on the track, appears randomly on the track according to the user’s preferences.

Licorice Obstacle on the track, appears randomly on the track according to the user’s preferences.

Road edge Obstacle on the track, this is part of the tracks so that the kart element uses it as a jump or barrier
to avoid advancing.

Speed pad It is placed on the track and increases the speed of the kart when passing over it,
the effect lasts 1 s.

In the requirements determination, the objective of the application is established to
improve the UX in a personal way. User characteristics such as age, gaming experience,
and experience in virtual environments are part of the user analysis. This leads to finding
different user profiles (e.g., gamer roles). The task analysis was defined according to the
video game, proceeding to set the objectives to accomplish the tasks. Then, the context
of the video game is described consisting of the physical context, the experimental study
was developed in a controlled environment; technical context, the hardware and software
tools needed to develop the video game and the experiment were selected; organizational
context, the video game was generalized to other situations; and social context, the video
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game is accessible to all ages and ethnic groups. Finally, RL metrics were defined to
evaluate the video game.

5.2. Design Phase

Within the design phase according to the model in Figure 5, the interface specification
consisted of sketching the interface and user interaction elements. For this, it was necessary
to get feedback from experts in the area where an agile method—scrum [57]—until its
validation. The user interface process contemplates the stages of user profile acquisition
and interaction. Likewise, these stages are also detailed in the interaction design where
the general diagrams, the design of system classes, and the design of user tasks in CTT
notation was made. Once the interface specification and interaction design were completed,
the algorithm design was performed.

The interaction design through CTT notation represents the different interactions of the
virtual environment of the user profile acquisition stage, game stage, and evaluation stage.
The represented tasks consist of several steps, as presented in the example in Figure A2
(Appendix A). First, a general diagram of the stages is analyzed to follow a hierarchical
structure and locate the tasks.

A class diagram of the system allows identifying the interaction between the game
elements, the algorithm, and the users. Figure A1 illustrates the interaction between four
layers: user, game, user interface, and elements. The first user layer, which is separated into
user acquisition and evaluation scales, involves all classes that require user interaction. Next,
the game layer contains the classes DataPreprocessing, Algorithm, and Gameplay, then connects
them to the user interface layer. This commits the elements that the user observes in the
interface, such as MainCamera, MainMenu, TimeCoinDisplay, and so on. The last layer refers to
the game elements, these elements are objects that have interaction with the user in the game.

5.2.1. Environment and Algorithm Design

In this stage, the user uses the virtual environment with the goal of the RL algorithm
to help improve the UX. Figure 12 illustrates a general diagram of the interaction with
the virtual environment. First, the user enters the system, and an unpleasant state/track
(s0, s1, s2) is randomly assigned to start the interaction. During the track, the user can
perform the following interactions: collect coins along the way to obtain scores, avoid
obstacles along the way, and complete 3 laps to finish a track. Upon completion of each
track, the algorithm transitions to another state/track, from st to st+1 and collects the data
of time per lap, total time duration per track, coins collected, and obstacles hit for further
analysis. Once users reach the desired state, interaction with the game concludes.

5.2.2. User Profile Acquisition Stage

At this stage, a set of states were defined based on configurable parameters, such as
speed, music, and the number of obstacles (Table 2). To define the states, test sessions were
conducted with a duration of 5 min, where the player used the virtual environment, then
proceeded to generate the states of satisfaction.
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Table 2. Customized parameters of the virtual environment. Each variable has 3 different options to
select from a total of 24 combinations.

Parameter Mode Description

Speed
S1 Speed is set at 10 km/h.
S2 The speed is set at 15 km/h.
S3 The speed is set at 20 km/h.

Music
M1 Song: Tusa by Karol G and Nicki Minaj
M2 Canción: Sex on Fire de Kings of Leon
M3 Song: You’ll Be Under My Wheels by The Prodigy

Obstacles
O1 Less than 10 obstacles on the track
O2 Between 10 and 20 obstacles on the track
O3 Between 20 and 30 obstacles on the track

Figure 12. The virtual environment adapts to the user’s preferences by accessing the desired parame-
ters at the user preference acquisition stage.

Figure 13 represents the user preferences process. First, the user enters a testing stage
and chooses an option to acquire his preferences, said preferences can be obtained from the
following options.

• Option 1: the user enters the test and, once in the test, selects the parameters he/she
finds satisfactory.

• Option 2: the user enters the test and once it is completed, the user selects the preferred
parameters.
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Figure 13. Related elements in the user profile acquisition stage.

Once the user’s preferences are obtained, the data is preprocessed. Here, a combination
of the parameters is assigned to a set of satisfaction states St = {s0, s1, s2, . . . , s6}—states
corresponding to the Q-learning algorithm. Subsequently, a reward matrix (Equation (2))
is generated from the defined states. The mapping of the states with the combination of the
parameters is presented in the Table 3.

R =

s0 s1 s2 s3 s4 s5 s6



−5 0 0 −1 −1 −1 −5 s0
−1 −1 0 0 −1 −1 −1 s1
−1 −1 0 0 −1 −1 −1 s2
−11 −1 −1 0 0 −1 −1 s3
−1 −1 −1 −1 −1 0 0 s4
−1 −1 −1 −1 0 0 10 s5
−5 −1 −1 −1 −1 0 10 s6

(2)

• S0 : extreme unlikable

• S1 : unlikable

• S2 : more or less unlikable

• S3 : neutral

• S4 : more or less likable

• S5 : likable

• S6 : extreme likable

Table 3. Mapping of the user’s preference selection to the video game states/tracks: speed, music,
and the number of obstacles. The parameters are selected at the user profile acquisition stage and are
defined in three values: least preferred, neutral preferred, and most preferred.

State Track
Parameters

Speed Music Number of Obstacles

S0 0 least preferred least preferred least preferred
S1 1 least preferred neutral preferred least preferred
S2 2 least preferred neutral preferred neutral preferred
S3 3 neutral preferred neutral preferred neutral preferred
S4 4 most preferred neutral preferred neutral preferred
S5 5 most preferred most preferred neutral preferred
S6 6 most preferred most preferred most preferred
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5.3. Implementation Phase

This phase according to the model in Figure 5 contemplates the coding of the algorithm
and the video game, presents a scene diagram, and the tests that were performed for the
video game.

5.3.1. Coding

In this stage, the user profile acquisition stage is used as a basis to define the user
preferences as an input (speeds, music, and the number of obstacles), and the reward
matrix as an output (Figure A3 presents a fragment of the coding of the algorithm in the
virtual environment). Through two classes, the data preprocessing is in charge of mapping
the preferences to their respective satisfaction states. On the other hand, the interaction
stage algorithm is in charge of transitioning the states, elements, and clues of the video
game; mainly, this is centered on the Q-learning algorithm, which takes as input the initial
state St, the reward set R, the learning rate α, discount factor rate γ, and initializes a Q
matrix of the values q∗(s, a), the only output of the interaction algorithm is the transition
of states and tracks.

Scene diagram. The scene diagram presented in Figure 14 allows specifying the user’s
interaction with the interface. The user has the opportunity to enter a menu and navigate
to settings, controls, or return to the game. Within the game, the user can view the total
number of coins in the track, coins collected, and the user can view the lap time, best time,
and total time per track.

Figure 14. Scene diagram of the virtual environment user interface.

Figure 15(1) illustrates the user’s profile acquisition interface, and also shows a main
rectangle (enclosed in blue) where the player chooses the speed, music, and the number of
obstacles. At the bottom of the same image, some buttons are observed wherein “Main”,
the instructions of the virtual environment are indicated; “Settings”, user preferences
configuration; “Controls”, the controls to move the cart; and “Credits”, developer credits.
The track interface (2) presents in the upper right corner feedback information to the user,
such as time per lap, current time, and current lap number, in the upper left corner we can
find the collected coins and totals in the track.
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Figure 15. (1) Setting user interface. (2) Scene of user interface.

5.3.2. Tests

The virtual environment was tested under various interaction control inputs.

• Keyboard and joystick input
• Spatial relationships, this test consisted of validating the control inputs with the video

game coordinate space in the x, y, and z axes (so that the controls would make the
correct movement in the video game).

In addition, performance tests were executed to ensure the proper functioning of
the virtual environment, these tests were divided into volume tests, game elements tests,
reliability tests, and usability tests. Regarding usability, the tests were performed at various
times to find errors during the interaction, all the errors that were found were related to
the game elements when the kart collided with objects. Finally, the virtual environment
was built to be compatible with several operating systems such as Windows and Mac OS X,
in order to perform compatibility tests.

6. Results

The results obtained from the implementation of the model in Figure 5 were the prod-
uct of three different simulations. The user preferences obtained for each simulation are
shown in Table 4. These simulations correspond to the user profile acquisition stage, simu-
lating that three users played during 5 minutes trials and defined the parameters of speed,
music, and the number of obstacles. These tests allowed validating the implementation
within the virtual environment of the RL algorithm.

Once the user preference acquisition stage was completed. The Q-learning algorithm
through a Q-matrix—two-dimensional array of the maximum rewards obtained from
switching from one state St to St+1—adjusts the transition between states as a function of a
reward matrix (Equation (3)). The reward matrix was obtained for all the simulations, as
presented in Table 4.
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Table 4. Relationship of simulations with 3 different types of user preferences.

Simulation State
Parameters

Speed Music Number of Obstacles

1

S0 least preferred (S2) least preferred (M1) least preferred (O2)
S1 least preferred (S2) neutral preferred (M2) least preferred (O2)
S2 least preferred (S2) neutral preferred (M2) neutral preferred (O1)
S3 neutral preferred (S3) neutral preferred (M2) neutral preferred (O1)
S4 most preferred (S1) neutral preferred (M2) neutral preferred (O1)
S5 most preferred (S1) most preferred (M3) neutral preferred (O1)
S6 most preferred (S1) most preferred (M3) most preferred (O3)

2

S0 least preferred (S1) least preferred (M1) least preferred (O1)
S1 least preferred (S1) neutral preferred (M3) least preferred (O2)
S2 least preferred (S1) neutral preferred (M3) neutral preferred (O2)
S3 neutral preferred (S2) neutral preferred (M3) neutral preferred (O2)
S4 most preferred (S3) neutral preferred (M3) neutral preferred (O2)
S5 most preferred (S3) most preferred (M1) neutral preferred (O2)
S6 most preferred (S3) most preferred (M1) most preferred (O3)

3

S0 least preferred (S3) least preferred (M2) least preferred (O3)
S1 least preferred (S3) neutral preferred (M1) least preferred (O3)
S2 least preferred (S3) neutral preferred (M1) neutral preferred (O3)
S3 neutral preferred (S2) neutral preferred (M1) neutral preferred (O3)
S4 most preferred (S1) neutral preferred (M1) neutral preferred (O3)
S5 most preferred (S1) most preferred (M3) neutral preferred (O3)
S6 most preferred (S1) most preferred (M3) most preferred (O1)

a Corresponding satisfaction states: S0, extremely unlikable; S1, unlikable; S2, more or less unlikable; S3, neutral; S4, more or less likable; S5,
likable; S6 extremely likable.

R =

s0 s1 s2 s3 s4 s5 s6



−5 0 0 −1 −1 −1 −5 s0
−1 −1 0 0 −1 −1 −1 s1
−1 −1 0 0 −1 −1 −1 s2
−1 −1 −1 0 0 −1 −1 s3
−5 −1 −1 −1 0 0 0 s4
−1 −1 −1 −1 0 0 10 s5
−5 −1 −1 −1 1 0 10 s6

(3)

Figure 16 shows the transitions in each state, this depends on the Q-table which is
a function of the reward matrix, as shown in Figure 17. According to Figure 16, the user
starts in state extremely unlikable (S0) and has the possibility to go to state unlikable (S1)
or to state more or less unlikable (S2) because they have the minimum reward, in S2 the
algorithm has the option to stay in the same state or transition to the state neutral (S3), and
so on until it reaches the state extremely likable (S6).
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Figure 16. User simulation state transition. User 1 with a learning rate of 0.4. User 2 with a learning rate of 0.6. User 3 with
a learning rate of 0.8.

In the simulation of user 2, the same procedure is performed but with less variation of
transition between states—two possible paths. Subsequently, in the simulation of user 3, a
faster state transition is performed—one path only, this is because as the learning factor
increases there is more penalty and results in a faster transition.

Table 5 summarizes the results of the simulations, where the optimal policy is to start
at s0 progressively increasing to s6, thus reaching the extremely pleasant state. The table
presents the metrics of reinforcement learning, final average reward, and cumulative reward.

Note that although the cognitive load was not studied in this work, a relationship
between the learning rate and the number of states of each user due to the penalty can be
observed. This can also be translated in that there is a relationship between the learning
rate with the learning time of the users, i.e., a lower number of states represents a lower
cognitive load.

Table 5. Q-learning metrics from three simulations of the algorithm. The algorithm is tested
under three different learning rates (γ). The final average reward, cumulative reward, and
optimal policy are presented.

Test γ Final Average Reward Cumulative Reward Optimal Policy from S0

Simulation 1
0.4 14.04 28 × 103

π∗ (a|s) =



a1 if St = S0

a2 if St = S1

a3 if St = S2

a4 if St = S3

a5 if St = S4

a6 if St = S5

a6 if St = S6

0.6 21.08 42 × 103

0.8 42.20 84 × 103

Simulation 2
0.4 14.03 28 × 103

0.6 21.06 42 × 103

0.8 42.21 84 × 103

Simulation 3
0.4 14.04 28 × 103

0.6 21.04 42 × 103

0.8 42.18 84 × 103
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Figure 17 shows the results obtained from the simulations for each learning factor (γ):
0.4, 0.6, and 0.8. This table shows the result of a total of 9 Q-matrix, where colors close to
red represent negative values and close to green represent positive values. The algorithm
switches from one state St to another St+1 by taking the next state that gives more reward.

This section presents the results of the case study and the simulation of the model. The
simulation results form a table of the algorithm’s metrics, in which the performance and
the policy it takes when starting from the S0 state can be observed. Thus, showing a correct
transition of the states, from the extremely unpleasant to the extremely pleasant state.

Figure 17. Q-matrix of each simulation of 3 different values of γ (0.4, 0.6, 0.8). The values of the Q-matrix correspond to the
maximum rewards obtained from switching from state St to state St+1.

7. Discussion

This work presents a model to adapt virtual environments to users in order to get
good experience with the technology. The model allows us to adjust a series of parameters
of a virtual environment using a reinforcement learning technique, which adapts to the
user’s preferences. The design of the phases of the model based on an MDA architecture
is presented, then in the implementation of the model a video game is developed, and
the proposed model is applied to a case study with simulations. Here, some advantages
related to current proposal.

• Current approach with the study enriches and extends the ongoing debates on the
design of user-oriented VR interfaces.

• Unlike related work in MDA aiming at the development of a traditional interactive sys-
tem, this work recognizes the MDA to be used as an excellent tool to improve the user
experience, with which we can have good experiences within virtual environments.
In addition, this model also helps virtual environment designers and researchers
with related work. The model is based on an MDA architecture, under the phases of
analysis, design, and implementation that serve as a guide for stakeholders [58].

• In addition, the simulation results show a correct transition between states of satisfac-
tion, from an extremely unpleasant state to the extremely pleasant one.

• In fact, this work represents a bridge between the Human–Computer Interaction
(HCI) [49] development with the HCI research. Thanks to MDA approach is possible
to add new algorithms to ongoing in the UX research.
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8. Conclusions and Future Work

Currently, researchers and developers are increasingly looking for their applications
to take into account the factor that allows them to offer a good user experience. In this
sense, the literature offers a large number of proposals that range from offering a good user
experience assuming that each user has similar preferences, adjusting these preferences
according to their performance. Other proposals are based on physiological data, or assume
that the levels of difficulty that are related to the states of the users (for example, high
levels of difficulty lead to states of anxiety and low levels of difficulty to states of boredom).
One of the great challenges is for these strategies to offer a good user experience that
can be incorporated in a way that allows traceability and validation of the environment
parameters in the software development cycle.

This work proposes a model under the MDA approach that offers developers and
researchers a means to establish the various levels of abstraction for adequate identification
of the profiles involved and thus define the development phases of the virtual environment
and the objectives. At the same time, this model proposes Reinforcement Learning as a
technique to offer a good user experience in virtual environments according to the player’s
preferences and the setting of parameters of the environment in a personal way. However,
future work is vast, and it is necessary to further emphasize the user-centered approach to
the design of the virtual environment, leading to its evaluation and feedback from users.
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Appendix A

Figure A1. System class diagram. The virtual environment is made up of four main layers: user, game, user interface, and
game elements. Each class shows the most important attributes and methods.
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Figure A2. Task sublevel Gameplay. The algorithm and video game task VideoGame are considered.
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Figure A3. Fragment of the Q-learning algorithm implemented in the virtual environment.
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