














Energies 2019, 12, 3336

electricity group Red Eléctrica de Espaiia (REE), using the subVI getAPIData.vi that implements an
hypertext transfer protocol (HTTP) client. This loop also entails the data standardization with respect
to the sampling times by means of dataConv.vi, the model call through callDLL.vi as will be described
in the following section and the display of the results. However, the second loop just converts the raw
information of the scheduled SA (name, operation mode, and time) into a recognizable information by
the model through getSAData.vi.

The graphic user interface (GUI) or front panel is shown in Figure 2 and has three main parts,
namely, the SA scheduler (part A) including at the top the EWH section where the parameters that
model this appliance (Minimum and maximum temperatures, tank capacity, nominal power, initial
temperature, loss factor, inlet water temperature, and the hourly hot water consumption) are set up.
The rest of SA under analysis in this study (WM, DW, and TD) are modeled according to their average
power consumption and are scheduled at the bottom of part A where both the time and mode of
operation as well as the cycle time can be selected. Two modes of operations have been evaluated:
The fixed mode is used to launch the SA at a fixed time while the variable mode enables a certain
degree of flexibility since the SA is scheduled over a time interval. As a result, the platform is forced to
decide the start time within this interval once the model is solved. This part also includes information
(Name, operation mode and time) about the scheduled SA.

Figure 2. LabVIEW graphic user interface (GUI).

At the top of the part B are the parameters that model the energy storage system (ESS) such as
the initial state of charge (SoC), capacity, minimum, and maximum SoC allowed as well as maximum
power flow and a maximum ratio of change. At the middle, some features of the nanogrid under study
can be found: Geographical coordinates (Longitude and latitude), tilt angle, power and efficiency
in the case of the PV system or maximum power and tariff type with respect to the grid connection.
The last section in part B includes the local directories required by GAMS, on the left half, and the
personal keys that API administrator provides to establish a secure connection, on the right half.

Finally, part C shows the results of the optimization process divided into three graphs. From top
to bottom, the first graph plots the hourly price of the energy according to the selected tariff, the
optimal power consumption from the grid and thus the cost once these two previous ones are known.
The second graph shows profiles such as the SoC and power taken from the batteries, the PV production
and the amount of such power that would be injected into the nanogrid, the power usage of the SA
and the consumption to be considered non-shiftable. The last graph describes the whole state of the
EWH depicting its power consumption as well as the water and ambient temperatures.
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4.2. Linking GAMS and LabVIEW

This section describes the communication between GAMS and LabVIEW. Some papers show
the integration of GAMS into Matlab [39] or other software like LabVIEW through Matlab as an
intermediary interface [40]. In this sense, the novelty of this work is the direct coupling of both tools
without using any intermediate software. On the one hand, the inner communication between the
GAMS model and its GAMS Data Exchange (GDX) file has been included under the subsection GAMS
as appears in Figure 1. This file is often used to store the parameters with which the model is called,
as well as the model results, however, such interaction does not take place directly but will have to be
handled by means of the appropriated classes and methods that the GAMS object-oriented API [41]
provides resulting in the seamless integration of GAMS into any application such as LabVIEW in this
case. This architecture employs the C++ APIin a DLL format which is the interface that makes the
linkage possible. The flowchart is shown in Figure 3. First, system and working directories have been
set; the system directory refers the path where all GAMS installation files are located while the working
directory refers to the path where the GAMS models and GDX files will be stored (also shown in part B
of Figure 2). The second stage aims to create a database object where the parameters used in the model
will be stored, but this will be carried out in the third stage. The model execution options, such as
the names of the database object and the exchange file to be used are subsequently specified. The last
stages are in charge of executing the model, returning the optimal values of the decision variables.
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Figure 3. Dynamic-link library (DLL) flowchart for linking both environments.

4.3. An Optimization Model for Demand-Side Management

While most of the proposed models address this issue as a task scheduling problem using heuristics
algorithm to make decisions on shifting, shedding or even disconnecting the load, this paper proposes
a novel mixed-integer linear programming (MILP) model that uses the price-based DR programs to
optimize the power consumption using the potential flexibility that TCL provides to the demand.
The proposed model involves a smart home with its own ESS, distributed energy resources (DER)
based on PV panels as well as a scenario with SA managed through the DLC strategy.

In terms of mathematical formulation, Equation (1) refers to the objective function f (in €) where
Pg(t) (in kW, as all the powers henceforth) and Pr(t) (in €/kWh) are the power consumption from
the grid and the price of the energy respectively at time slot ¢ € [1,2,... T]. The rest of the equations
are constraints related to the power balance, the user preferences and the energy availability from
the sources. Equation (2) denotes the global power balance at each time slot ¢ with Pg(t), the power
taken from the PV panels Py (t) as well as the power given by the energy storage system Pess(t) on the
generation side. On the demand side is the non-shiftable power Py,(t), which involves the stand-by
consumption coming from non-dimmable devices, such as lighting, low power DC adapters used to
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supply small devices and also the consumption from the SA scheduled in fixed mode, Ps(t) is the
power consumption of the common-use SA such as the WM, DW and TD scheduled in variable mode
and the consumption of the EWH expressed as the product of its nominal power P, and the binary
variable x,, (#) that indicates its state each time slot.

Equations (3)-(5) set the limits for Pg(t), Ppo(t) and Pess(#) respectively, where Py denotes the
maximum power that can be taken from the grid and Pjj;>* the maximum power that can be injected
into or extracted from the ESS. Moreover, the ratio of change of this variable has also been constrained
in Equation (8) through the parameter dP)’2* (in kW/h) in order to ensure a lifetime of the batteries as
long as possible. Finally, fpv(PZii, Npo, &, A, @, t) refers to the function that implements solcast to provide
the PV production each time slot t and thus has been taken as the maximum power available to be
injected into the system from the PV panels. Parameters such as the installed peak power Pﬁ’;, the
efficiency Npo, the tilt angle « or the location, through the latitude A and longitude ¢ will be required
by this API in each HTTP request.

Equations (6) and (7) describe the dynamic of the ESS by means of a simple kWh counter to
compute the current state of charge SoC(t) (in %) based on the previous one SoC(t — 1) and Pess(t) and
setting the SoC(¢) limits between SoCy,;; and SoCpyax not to allow deep charges and discharges which is
also a condition to ensure a long lifetime of the system.

The SA scheduling process using the variable mode is modeled by Equations (9) and (10) and
has been conceived as a decision-maker who chooses the optimal SA operation from among the
possible ones that could be generated between the selected start and end times, by shifting the original
consumption one-time slot. In this context, let us define j as the index that refers to each SA to be
scheduled and k; the index associated with each shifted consumption that may be generated for each

j, being N; the number of SA and Nl{ the number of possible consumption profiles. This family of

shifted consumptions builds each matrix T j(kj, t) which has as many rows as possible scenarios and as
many columns as considered time slots T. Moreover, for the decision-making process, all the shifted
consumptions have been associated with a binary variable x j(kj) and thus, the optimal scenario will be
indicated once the model is solved by means of the state of these decision variables. Finally, to ensure
just one shifted consumption operates, Equation (9) forces the sum so that just one binary variable is
equal to 1.

The EWH has been considered as a special SA due to its thermal inertia and therefore has its own
power balance equation as it is apparent from (11). From left to right, this balance involves the energy
stored inside the EWH tank characterized by the current and previous average water temperature
Ty () and Ty, (£ = 1) (in °C, as the rest of temperatures hereafter), the tank capacity Cyy, (in m®) and
the parameters that model essential features of the supply water like its density p (in kg/m?) and its
specific heat C, (in k]/kg-°C). The following terms are the thermal losses taking place in the tank walls
given by the loss factor g,y (in kW/°C) and the ambient temperature profile T, (t) besides the energy
provided by the water entering the tank as a consequence of the usage events and defined by means
of the hot water consumption Dy (t) (in m?3/s) and the temperature of this water, Tj,,;. Finally, the
discrete energy due to the heater element can be found. Once the EWH dynamic has been well-defined,
the model for this appliance is fully completed with Equation (12) where the upper and lower limit of
Ty (t) are constrained according to the normal operation temperatures T;:}'l" and T/,

, 24 &
Min f = = Y Pe(t)Pr(t) Q)
t=1
S.t:
Pg(t) + va(t) + Pess (1) = Pus(t) + Ps(t) + xen (£) Py (2)
0 < Po(t) < Pg™ (3)
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5. Case Study

This section aims to evidence the effectiveness of the above-described DLC platform by testing
it under cases which consist of minimizing the cost of the energy imported from the grid over a
24-h time horizon, as was stated in the previous section, with a time resolution of 5 min, so that,
T = 288. Concretely, two case studies based on the available electricity tariffs in the Spanish market are
considered. One case is based on time discrimination in two periods (off-peak and peak) also known
as tariff DHA, and another is a case using the default tariff or tariff A (without time discrimination).

Both cases use the SA consumption models shown in Figure 4 and based on 120 min working
cycle divided into 8 slots of 15 min provided by [42].

25 25 25
2 2 2
15 15 - =15 o
2 2 2
g 5] ]
£ £ £
S 14 $ 14 g 14
= 2 a
2 a =
05 - 05 - 05 -
0 — T 4 — T 0 —TT—T
0 20 40 60 80 100 120 0 20 40 60 80 100 120 0 20 40 60 80 100 120
Time (min) Time (min) Time (min)
a) b) °)

Figure 4. Smart appliances (SA) models employed in the optimization: (a) Washing machine demand,
(b) dishwasher demand, and (c) tumble drier demand.

Additionally, to give the case study a more realistic approach, the component of the non-shiftable
power that represents the standby consumption was obtained by acquiring the active power in one of
the laboratory circuits for a 24-h workday.

Under this framework, a typical dwelling including a small scale ESS and PV installation has been
chosen as the topology of this case study. More in detail, the PV system is modeled by a nominal power
of 2 kW, an efficiency of 90% and mounted with a tilt angle of 30°. With respect to the location, southern
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Spain has been considered for both cases, concretely at 37.88° and —4.79° of latitude and longitude
respectively. On the other hand, the ESS has a capacity of 6 kWh, a maximum charge/discharge power
of 2 kW with a ratio of change limited to 0.5 kW/h and where the SoC can fluctuate in the range 35-65%,
the initial SoC was fixed to 50%. The EWH considered is the type which can be found in the residential
environment, vertically mounted and cylindrical, with a capacity of 0.1 m® as well as a nominal power
of 2 kW. Tts loss factor has been set to 2:1073 kW/°C and the inlet water temperature to 21 °C [43],
while the water temperature inside the tank has been constrained in the range 60-85 °C with an initial
condition of 65 °C. In addition, an example of hot water consumption considering the water drawn
from the EWH tank due to household use such as hand washing, showering, and dishwashing among
others and based on [44] has been used. Finally, the capacity of the main grid has been fixed to 4.6 kW
since it is a common value in Spain. Table 1 summarizes the main parameters of the model as well as
its values.

Table 1. Main parameters of the model.

Subsystem  Parameter Value Subsystem Parameter Value
Main grid pye 4.6 kW Cuol 0.1m3
piax 2 kW Swh 21073 kW/°C
Coss 6 kWh Tintet 21°C
ESS dPyg™ 0.5kW/h " 60 °C
SoCMin 35% T 85°C
SoCmax 65% EWH T (0) 65°C
S0C(0) 50% Prwn 2 kW
P 2kW Cy 4181J/kg-°C
Npo 90% p 988 kg/m®
PV a 30°
A 37.88°
¢ —4.79°

Figure 5 introduces the first case in which tariff A with both scheduling mode (variable and fixed)
have been used, depicting a 24-h horizon. Particularly, in this case, the scheduling configuration for the
SA has been set as follows: Washing machine scheduled from 09:00 to 14:00, tumble dryer scheduled
from 16:00 to 21:00 and dishwasher fixed at 14:00.

Note from Figure 5a the result of the scheduling process and the times at which the SA start their
operation cycles. As it is apparent from Pg,(t), which is the decoupled consumption of all the SA
scheduled in either fixed or variable mode, the washing machine starts almost at midday (at 11:45),
around the peak of the prices although a large amount of this demand is covered by the PV system.
The dishwasher at 14:00 (as was stated) and tumble drier is shifted until 18:00 where the second valley
of the price can be found. This behavior shows a clear strategy of searching for the lowest price or the
highest PV production to launch these SA. In view of the results, all the initial constraints related to the
scheduling period are clearly satisfied.

The non-shiftable consumption is denoted by the red line of the same figure including the fixed
consumption of the dishwasher at 14:00 and the experimentally measured example in which the period
of highest activity falls in the range 09:00-18:00 according to the laboratory timetables. The green line
shows the power injected into the system from the PV panels, which represents 9.78 kWh, and has not
the same value that the PV production shown in orange (10.65 kWh) and provided by solcast. In this
case, the system does not use all the energy to achieve the most economical way, however, the amount
of this one taken from the main grid is greater than if the PV energy were fully employed.

Figure 5b depicts the EWH behavior using the above-mentioned hot water demand (expressed in
L/h instead of m3/s for easier comprehension) and the hourly temperature profile provided by dark
sky (see purple and blue lines respectively). The EWH consumption shown in orange evolves in the
range 0-2 kW due to it’s on/off operation. Before 12:00, the water temperature is more or less constant
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and the power consumption behaves in agreement to the water consumption so that a water demand
variation causes a proportional energy consumption, which means this energy is mainly used to warm
the inlet water. In fact, the highest energy consumption in this interval takes place at the peak of water
demand. On the contrary, at midday, the water consumption is not significative and thus, this energy
is intended to increase the water temperature inside the tank from 60 °C to 83 °C, considering multiple
favorable conditions such as the greater availability of energy coming from the PV system, the high
ambient temperature as well as the amount of charge already stored in the ESS. This temperature
increment enables to face the future water drawn acts, which is a desirable strategy in response to DR
events as it is the presence of high market prices in this interval. Later, the temperature slowly falls up
to 60 °C at 20:00 due to the water consumption and remains constant the rest of the day.
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Figure 5. Optimization results using tariff A: (a) Power injected by the photovoltaic (PV) system,
SA consumption, non-shiftable consumption, and PV production, (b) EWH performance: Consumption,
ambient and water temperature as well as hot water demand, (c) energy storage system (ESS)
performance: Power and state of charge (SoC), and (d) total consumption from the utility and
energy prices.

The ESS shows a clear policy based on the energy price (red line in Figure 5d) and PV production.
The initial SoC was set to 50% and quickly decreases to supply the non-shiftable power until 02:00
reaching almost 39% in a high-priced environment. Afterward, the off-peak of the prices can be found
and Pess(t) go up as fast as possible (due to the slope of Ps(t) matches to dP) to retrieve some
charge previously lost, which is equivalent to shift the amount of energy that belongs to Pys(t), from
the beginning of the day to the off-peak interval. During this interval P,s(t) is supplied by means of
the main grid. At 04:30 the SoC drops again to repeat the same process with P,(t) and reaches the
minimum value allowed (35%) at 08:00. Once here, the PV system begins to inject power that goes
directly to the ESS resulting in a charging process that carries the SoC from 35% to 65% to address the
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SA consumption with the help of Py, (t) during the most expensive interval (12:00-15:00). The rest
of time follows the same principle as explained above: Charge process in presence of the second
off-peak of the price (15:00-17:30) and subsequent discharge to supply both the tumble drier and the
non-shiftable power (17:30-00:00). The total energy exported and imported by the system was 3.89 and
3.00 kWh respectively. Another important detail is the effect of dPyi* over Pg(t): Previous tests were
done with a more relaxed value prove that a larger amount of the EWH energy can be absorbed by ESS
as this would enable better tracking of demands with higher ratios of change. Finally, in Figure 5d
the hourly prices and the main grid consumption can be found. The foregoing description of this
case is also reflected in Pg(t) and makes it possible the main objective of avoiding and capitalizing the
peak and off-peak of Pr(t) respectively. The daily price for this case was 1.80 € with a total demand of
energy that almost achieves 16.10 kWh.

For the following case, the configuration for the SA has been set as follows: Washing machine fixed
at 10:00, tumble dryer scheduled from 12:00 to 20:00 and dishwasher scheduled from 14:00 to 19:00.

Figure 6a (blue line) shows how the model has decided to launch the dishwasher and tumble drier
at the lower limit of the scheduling period which allows the system benefits from the PV production
(depicted in orange and kept constant from the previous case) and the ESS that also supplies part of
this consumption, especially after 13:00, where the prices are much higher than in the previous half.
The washing machine operates at 10:00 as expected. The PV production is not fully intended to be
injected into the system (just 9.96 of 10.65 kWh) as is evidenced by va(t), in green, and which also took
place in the case above. With respect to the non-shiftable demand, the previous part corresponding to
the stand-by consumption has been used, including the demand of the washing machine at 10:00.

Both the ESS and EWH have similar behaviors with respect to the previous case but with some
exceptions. Figure 6b shows the performance of the EWH under the same assumptions as of the
first case (water demand, ambient temperature, water temperature limits, and initial conditions)
although the temperature increment begins one hour earlier and is more progressive. Furthermore, the
temperature rises at one of the peaks of the water demand while the water was warmed up before
this maximum in the first case. The ESS also performs similar, which evidences the PV production
has a higher weight in its behavior than the energy price. Moreover, with respect to Pr(t), it is more
important the shape of the function, concretely the maxima and minima location, than the absolute
values. The energy exported and imported in this case reaches 3.45 and 2.55 kWh. Finally, Figure 6d
introduces the prices, that splits the day in two well-defined half, and the consumption from the main
grid where the most consumption is located in the cheapest region as desired and entails an amount
of 15.75 kWh (11.8 kWh from 23:00 to 13:00 compared to 3.95 kWh the rest of time). The daily price
was 1.30 €.

Once these previous cases have been presented, Table 2 summarizes the results. Obviously, case 2
achieves a better performance with respect to the objective function and thus, tariff DHA enables to
more efficient utilization of elements such as DER and ESS in presence of thermal loads that contribute
to the flexibility of the system as in this case the EWH.
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Figure 6. Optimization results using tariff DHA: (a) Power injected by the PV system, SA consumption,
non-shiftable consumption, and PV production, (b) EWH performance: Consumption, ambient and
water temperature as well as hot water demand, (c) ESS performance: Power and SoC and (d) total
consumption from the utility and energy prices.

Table 2. Result summary.

ESS PV Main Grid
Imported Exported Injected Energy Energy Objective
Case Energy Energy Energy Production Imported Function:
(kWh) (kWh) (kWh) (kWh) (kWh) Price (€)
Case 1: Tariff A 3.00 3.89 9.78 10.65 16.10 1.80
Case 2: Tariff DHA 2.55 3.45 9.96 10.65 15.75 1.30

6. Conclusions and Future Work

In the current context of increasing energy use in the residential environment, where most
consumption comes from the SA use, the employment of DR policies is essential to deal with this type
of loads through a DLC paradigm with the goal of reaching higher efficient management of the energy
resources. This paper has proposed an original architecture that supports research and development,
and integrates tools that are very diverse and complementary aiming to develop a platform that
brings together the best features of all of them, such as the high mathematical performance of GAMS,
the accuracy of the weather forecasting applications as well as the flexibility of LabVIEW as the linking
tool. Later both cases studies have been carried out to prove the high capabilities of the testbed with
successful results, placing the adopted solution as an attractive alternative towards a higher energy
performance dwelling ambient.
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Finally, as future work, the authors leave the real-time control of the DER, ESS, and loads in the
primary and secondary control of a real MG. In this context, the developed platform would perform as
a day-ahead demand scheduler in the tertiary control although additional communication channels
would need to be deployed to enable the interface with the lower hierarchical level. Furthermore, the
mathematical model written in GAMS and thus the developed DLL would also have to be adapted to
the MG needs, however, due to the reconfigurable nature of the system, this would not take more than
a few minutes. Hence, this platform could be migrated to be used in a real microgrid expecting the
same performance, but these considerations must be considered.
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