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Abstract: This study addresses a significant gap in the field of time series regression modeling
by highlighting the central role of data augmentation in improving model accuracy. The primary
objective is to present a detailed methodology for systematic sampling of training datasets through
data augmentation to improve the accuracy of time series regression models. Therefore, different
augmentation techniques are compared to evaluate their impact on model accuracy across different
datasets and model architectures. In addition, this research highlights the need for a standardized
approach to creating training datasets using multiple augmentation methods. The lack of a clear
framework hinders the easy integration of data augmentation into time series regression pipelines.
Our systematic methodology promotes model accuracy while providing a robust foundation for prac-
titioners to seamlessly integrate data augmentation into their modeling practices. The effectiveness
of our approach is demonstrated using process data from two milling machines. Experiments show
that the optimized training dataset improves the generalization ability of machine learning models in
86.67% of the evaluated scenarios. However, the prediction accuracy of models trained on a sufficient
dataset remains largely unaffected. Based on these results, sophisticated sampling strategies such as
Quadratic Weighting of multiple augmentation approaches may be beneficial.

Keywords: time series regression; data augmentation; model accuracy; training datasets

1. Introduction

The use of machine learning (ML) for industrial applications is increasingly gaining
traction [1,2], leading to new challenges arising from real-world applications. Developing
predictive models requires a sufficiently large and representative dataset [3], a condition
that is challenging to achieve in industrial settings [4]. Particularly in manufacturing, this
challenge is exacerbated by rapidly changing markets and the demand for customized pro-
duction with batch sizes as small as one part [5]. The resulting rapid change in production
results in a lack of training data. One approach to overcoming this challenge is to apply
data augmentation. By systematically augmenting data, higher accuracy and improved
robustness can be achieved [6]. Numerous approaches have been developed, particularly
in image generation, which are the starting point for integrating technical problems. For
example, integrating data augmentation can increase the maximum validation accuracy
for pitting classification on ball screw drives [7]. Recently, research has intensified on
augmentation methods for time series data [8], which has the potential to increasingly
enable ML approaches in low-data regimes. An example is the identification of failure
modes in machine components such as ball bearings, where typically only a few specific
data points are available to describe a failure pattern. Here, Ref. [9] demonstrated that using
augmented signals can lead to better classification results. In addition, Ref. [10] showed
that using augmented data enables efficient training of ML models for determining faulty
machine states, especially with a small number of faulty samples. As represented in [11]
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for spatial and frequency domain-based argumentation, Generative Adversarial Networks
(GAN) are now incorporated into classifying fault conditions in the industrial context.

Building on statistics, a thoughtful compilation of training datasets has long been
in focus. Describing complex problems or conducting experiments can be laborious and
costly when searching for representative data points through real-world setups. Adding
artificially generated data points can help to reduce the amount of necessary experiments.
A major challenge is the time-efficient assembly of suitable training datasets, which are
highly relevant. For example, Ref. [12] developed an efficient Markov Chain Monte Carlo
algorithm for sampling posterior distributions by combining marginal and conditional
augmentation. The following sections review the current state of the art in image and time
series augmentation approaches.

1.1. Augmentation for Image Data

Data-driven approaches to image processing have gained prominence due to the
increasing use of cameras, e.g., for object recognition. Consequently, there has been a
significant focus on image augmentation for classification tasks. By augmenting data in
the feature space, domain-independent approaches can be developed [13]. However, data
space augmentation has a greater impact on classification performance improvement and
overfitting reduction than feature space augmentation [14]. Examining the effects of linear
transformations, [15] showed that label-invariant augmentation can improve accuracy
by adding information and that label-mixing approaches can improve accuracy through
regularization effects. Thus, combinations of images can be used for augmentation in
addition to modifying individual images by rotation, noise, or distortion. Furthermore, a
systematic augmentation strategy dominates over random augmentation in the context of
image classification [6]. For example, classification results can be improved by generating
augmented data points based on the distribution of the training dataset [16]. In [17], an
approach was presented with the aim of generating data points as close as possible to those
of the original dataset while maximizing information. Due to the variety of approaches
to image augmentation, the compilation of training datasets is becoming increasingly
important. In [18], the the best results were achieved using a combination of augmentation
methods. Augmentation and weighting can be used to dynamically adjust datasets, which
is especially beneficial in low-data regimes and scenarios involving class imbalance [19].
Likewise, Ref. [20] showed that the training dataset’s compilation can be considered part of
the training process and that appropriate data augmentation policies can be learned.

1.2. Augmentation for Time Series Data

In recent years, increasing attention has been paid to augmenting time series data, espe-
cially for classification tasks. Similar to image data, simple approaches such as adding noise,
distortion (warping), or flipping can be applied [8]. Using the example of biosignals classifica-
tion, Ref. [21] demonstrated that adding augmented data is particularly efficient, especially with
small datasets, achieving nearly the same level of accuracy as when using a larger dataset. Gener-
ating time series with respect to the characteristics of the original dataset produces better results
than generating time series with multiple characteristics [22]. Starting from this, more advanced
methods have recently been developed. For example, Ref. [23] described an augmentation ap-
proach based on Dynamic Time Warping (DTW). Using a DTW-based augmentation approach,
Ref. [24] demonstrated that Convolutional Neural Network structures can learn time-invariant
features. In [25], the authors conducted a comprehensive review of data augmentation methods
for time series and their application in the context of classification with neural networks. In
another study [26], a significant improvement in accuracy was achieved by using traditional
augmentation approaches. In contrast, the additional use of generative approaches such as vari-
ational autoencoders could reduce the variance of the 5-fold cross-validation. There is growing
use of GANs for time series; however, it remains a niche area with major limitations, namely, the
length of the generated time series and its application-specific nature, with poor generalizability
across domains [27]. Similar to [28], the authors of [29] showed that a dataset created by a GAN
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adapted for unevenly sampled time series could achieve similar classification accuracy as the
original dataset. In [30], several state-of-the-art neural network-based approaches were explored,
leading to the suggestion that performance can be enhanced using a balanced ensemble. Using
network traffic data as an example, [31] showed that two publicly available GANs—TimeGAN
and DoppleGANger—were able to outperform a probabilistic autoregressive model. Many
applications are currently being explored, e.g., [32] offers GAN-based augmentation using a
biosignal classification problem.

1.3. Summary and Research Deficit

As with to image data, the development of augmentation approaches for time series
started with simple methods and has progressed to more advanced ones such as GANs.
Similar to image augmentation, the focus in time series augmentation has been on general
augmentation (e.g., [8,24,32]) or the improvement of ML-based classifiers (e.g., [21,25,29]),
either through increasing overall performance or through the expansion of underrepresented
classes. As a result, a wide range of applicable approaches is available today. Despite its high
industrial relevance, the impact of data augmentation in the context of time series prediction,
which can be understood as a regression problem, remains a relatively young field and there
is a lack of knowledge regarding the impact of augmented data on the prediction of regression
models, especially in industrial contexts. It can be assumed that improvements in accuracy
can be achieved by using multiple augmentation sets via an appropriate sampling strategy.
This assumption is further emboldened by the results in [8], emphasizing the development of
efficient selection and combination strategies for time series augmentation as a future research
direction. A deeper analysis of ensemble techniques is further motivated by [30].

To address these shortcomings, a general framework for constructing training datasets
using augmented data and subsequent retraining specifically tailored for machine learning
models is presented here. This framework is applied to the prediction of Computer
Numerical Controlled (CNC) axis current signals across different datasets, providing
the basis for investigating the impact of augmented data and the composition of training
datasets on the performance of machine learning models.

2. Framework for Training Dataset Sampling

Augmentation methods have specific effects on the prediction quality of regression
models. For example, robustness can be increased by adding noise, while accuracy can
be improved by generating underrepresented segments. In addition, these effects interact
with each other to further influence the trained model. The proposed framework aims to
extend traditional training approaches by systematically identifying the influences of a
set of given augmentation methods. Based on the improvements, an optimized dataset is
sampled and the model is then retrained. The overall approach is illustrated in Figure 1.
Each module is described in more detail below.

Input: Similar to traditional model training, the input to the dataset sampling frame-
work is a given dataset. This represents the ground truth dataset, which is divided into a
ground truth training dataset and a test dataset. These are used to train and evaluate the
ML models.

Data Augmentation Module: The data augmentation module contains N augmenta-
tion methods n for the generation of synthetic data. Every method that generates datasets
based on given ground truth data can be used in this module. Each method creates an
augmented dataset of the same size as the ground truth training dataset. For each method,
the module outputs one augmented dataset.

Training Module: This module handles model training. A training dataset is created for
each augmentation method, consisting of the ground truth training dataset and the augmented
dataset. Similar to the literature, the real-to-synthetic ratio is set to be equal. Using these
augmentation method-specific training datasets, the ML model to be optimized is trained as
an ensemble to account for statistical uncertainties in model training and overfitting. These
ensembles of trained models are then passed to the evaluation module.
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Evaluation Module: For this module, a metric must be defined against which the
models will be evaluated, for example, classification accuracy or mean squared error (MSE)
in the case of regression problems. All trained models are evaluated on the separated test
dataset and compared to the performance of the ground truth model trained via the ground
truth training dataset. The sensitivity score S is calculated as the difference in terms of a
given evaluation metric (e.g., MSE) between the performance of the model trained on the
augmented dataset and the model trained on the ground truth training dataset, quantifying
how the augmentation affects model performance. Thus, high sensitivity scores indicate
strong model performance improvement, while a score below zero indicates a decrease in
model performance.

Dataset Sampling Module: The core of this novel approach is the dataset sampling
module. Its goal is to generate an optimized training dataset based on combining the ground
truth training dataset with synthetic data from multiple augmentation methods. Therefore,
the ratio for the synthetic part of the training dataset has to be defined based on a chosen
real-to-synthetic ratio. For each augmentation method, the weighted sum of the sensitivity
scores S calculated via the evaluation module defines the amount of augmented data used
in the optimized training dataset. The weighting has to be defined by the sampling strategy.
Augmentation methods with negative scores did not improve model performance, and as
such were excluded.

Training: The training process of the desired model is not changed. The same model
and algorithm can be used as in the classical approach. The only difference is in the input
data; instead of using only the ground truth data, the optimized training dataset consisting of
ground truth data and augmented data is used to train the model.

Output: The model is output from the framework after it has been trained via the
optimized training dataset.

Figure 1. Overview of the proposed approach that samples an optimized training dataset using
different data augmentation methods.

3. Study and Methology

The presented framework was investigated in an industrial context. Due to the
complex coupling between machine and process variables, milling machines are particularly
suitable for time series prediction. If it is possible to predict the current signals of individual
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axes, they can be used for process- and part-independent predictions. This allows processes
to be monitored from part one, meaning that it is no longer necessary to determine reference
signals beforehand by recording them. For this purpose, the proposed framework is tested
on the approach introduced in [33]. In the presented hybrid model, an ML model maps
previously simulated kinematic quantities such as axis-specific velocities, accelerations,
and process forces onto the current signals of the X, Y, and Z-axes and the main spindle (SP)
of a milling machine with a target frequency of 50 Hz. These current signals are sampled
from a continuous process; thus, according to [27], this is defined as a continuous time
series problem on t ∈ [t = 0...t = t max].

3.1. Datasets and Experiments

Two datasets were used for the presented study, both consisting of recordings of
machine data from a milling machine taken during the production of two distinct parts.
The first dataset [34] was recorded on a DMC 60 H milling machine from DECKEL MAHO
(produced by DMG MORI Aktiengesellschaft, Bielefeld, Germany), while the second [35]
was recorded on a CMX 600 V milling machine from DMG MORI (produced by DMG
MORI Aktiengesellschaft, Bielefeld, Germany). The recorded data included current signals
from the axis and spindle motors as well as their speed and acceleration. By selecting data
from two different machines, conclusions can be drawn about machine-specific influences,
ensuring the generalizability of the approach and its results.

The derived experiments were designed to investigate two application cases. Experiment 1
was designed to evaluate influences on prediction quality during the production of a known
part. For this purpose, recordings of the same part’s process were used for the training and test
set. In Experiment 2, influences on the prediction quality of an unseen part were investigated.
For this purpose, recordings of the manufacturing process of two different parts were used.
The models were trained on the recordings of the first part, while the recordings of the second
part were used for model testing, allowing influences on the generalization ability of the
models to be investigated. Both experiments were performed for both the CMX 600 V (A)
and DMC 60 H (B) datasets. In each case, models were trained for each axis and for the main
spindle. Information about the implementation can be found in Appendix A.

3.2. Models

The models were used to predict the axis currents of a milling machine. Values were
predicted for each timestamp in a time series based on speed v, acceleration a, process
forces f, and the material removal rate MRR of the X, Y, and Z axes and the SP. To better
model the machine’s physical properties and the axes’ controller, data points up to 0.04 s
before and after the timestep were included in the input vector. Thus, the results for the
X-axis-specific input vector for timestamp t in X, t is calculated as follows:

in X, t =

 v X, t
a X, t
f X, t

, with t ∈ [−40 ms,−20 ms, 0 ms, 20 ms, 40 ms].

The input vector is calculated as follows:

in t =


in X, t
in Y, t
in Z, t
in SP, t

MMR t

, with t ∈ [−40 ms,−20 ms, 0 ms, 20 ms, 40 ms].
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For each axis and the main spindle, the output of the specific model M is a single value
representing the predicted current at a given timestamp

out X,t = M X(in t), out Y,t = M Y(in t), out Z,t = M Z(in t) and out SP,t = M SP(in t).

To ensure comparability, tests were performed on four different model architectures.
In general, the study of dataset sampling strategies should be carried out using common
model structures, as these provide understandable insights into the resulting effects. Thus,
two neural networks NN and two random forests RF were chosen. A higher model com-
plexity (more layers, higher maximum depth) can be suitable for mapping more complex
relationships. Due to the higher number of parameters to be determined, a larger training
dataset can have a greater impact. To investigate the influence of different complexities,
both types were implemented using both a simpler S and a more complex C model struc-
ture. The most relevant hyperparameters are summarized in Table 1, highlighting the
differences between the simple and complex model structures. This approach makes it
possible to study the effect of data augmentation and dataset sampling on different model
architectures and complexities.

Table 1. Key hyperparameters of the chosen neural network NN and random forest RF models.

Name
Hidden
Layers

Hidden
Dimensions Epochs Learning Rate Optimizer

NNS 2 64 1000 0.001 Adam
NNC 7 128 1000 0.001 Adam

Name Estimators
Maximum

Depth
Split

Minimum
Leaf

Minimum Criteriom

RFS 10 3 2 1 squared error
RFC 10 20 2 1 squared error

3.3. Augmentation Methods

Several augmentation methods can be used to generate synthetic data. Especially in
recent years, deep generative models (DGMs) such as GANs have been increasingly used
to generate data [27]. The quality of the generated data depends strongly on the implemen-
tation of the DGMs [36]. As optimal implementation is very time-consuming and requires
a high level of expertise, this work focuses on several simple and well proven methods.

Magnitude Warping: The goal of magnitude warping is to change the position of
the data in the target domain. The implementation was based on [37]. Therefore, a spline
polynomial of the same length as the time series is generated. The spline polynomial is
then used for an element-wise multiplication for each value of the time series.

Noise: Adding noise to a given signal is a common augmentation method.
Random Deletion: For this augmentation method, random data points in the time

series are deleted. This corresponds to randomized temporal compression of the signal at
these points.

Time Warping: Similar to magnitude warping, time warping uses a spline polynomial
to magnify a given signal. In contrast to random deletion, there is systematic compression
and stretching in the time domain. The implementation for this method followed [37].

Window Warping: Window warping was performed according to [38]. In this process,
a randomly selected portion of the time series is either compressed to half its length or
stretched to twice its length.
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3.4. Dataset Sampling Strategies

This study used datasets with a real-to-synthetic ratio of 1, which has been proven
in [39] to be an appropriate rate. Three dataset sampling strategies were investigated
to determine the percentage Pn of the training dataset to be filled with data from each
augmentation method:

Highest: Only synthetic data from the method with the highest sensitivity score S are
used for dataset sampling. This approach represents a winner-takes-it-all strategy, and is
often used in the existing literature. After testing N augmentation methods, the best one is
chosen, and Pn results in

Pn =

{
100% if Sn = max(S1, S2, ..., SN)

0% otherwise
. (1)

Linear Weighting: The training dataset is sampled using the weighted sum of the
augmented datasets based on the sensitivity score S. Thus, Pn results in

Pn =
Sn

∑N
i=1 Si

× 100%. (2)

Quadratic Weighting: Similar to linear weighting, the weighted sum is calculated.
Here, each weight Pn

Pn =
S2

n

∑N
i=1 S2

i
× 100% (3)

is squared, resulting in a stronger weighting of methods with higher sensitivity scores S.

3.5. Evaluation Metrics

The purpose of this study was to determine the influence of augmented and sampled
training data on the accuracy of a regression model using the example of predicting the
current signals of the axes of a machine tool. In order to meet this manufacturing context,
metrics related to the possible application of the model were used. As the resulting values
of the regression model are estimated motor currents, they can be used to predict the energy
consumption of a production process. Thus, the accuracy of the model increases as the
difference between the integral of the predicted signal and the recorded signal decreases.
The percentage deviation

DEV =
Xest − Xmeas

Xmeas
× 100 (4)

between the integrals provides the estimated deviation, where:

• DEV is the total deviation in %,
• Xest is the integral of the absolute of the predicted current, i.e., Xest =

∫ tmax
0 |Iest(t)| dt,

• Xmeas is the integral of the absolute of the measured current, i.e., Xmeas =
∫ tmax

0 |Imeas(t)| dt.

The commonly used Mean Squared Error (MSE) better highlights local and large
deviations between predicted and actual time series. This is especially important if the
model is to be used for anomaly detection. Therefore,

MSE =
1
T

T

∑
i=1

(xi − x̂i)
2 (5)

was used as a second evaluation metric, where T is the total number of points in the time
series, x is the actual value, and x̂ is the predicted value.
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4. Results

The effects of an isolated application of the augmentation methods (Section 3.3) on
the prediction quality of time series regression models were examined via the evaluation
metrics MSE and DEV (Section 3.5). Building on this, we investigate the influence of a
combination of the approaches in Section 3.1.

4.1. Impact of Augmentation Methods

The influence of the chosen augmentation methods was tested by training and eval-
uating the ML models defined in Section 3.2 using a real-to-synthetic ratio of 1. Based on
Experiments 1 and 2 (A/B), explained in Section 3.1, models were trained for the X-, Y-, and
Z-axes and for the main spindle of the two milling machines. The averaged results and
listed in Table 2, with the standard deviation shown in brackets after the result.

Table 2. Evaluation of ML models trained with a real-to-synthetic ratio of 1. The values shown are
the average MSE and DEV of the NC axis (X, Y, Z) and SP. For X, Y, Z, and SP, the mean value of
ten replications is used. The entry with the best result for the respective metric is highlighted. The
standard deviation of the averaging is shown in brackets.

Axis Model Original
Dataset

Magnitude
Warping Noise Random

Delete
Time

Warping
Window
Warping

Experiment
1A (DEV)

RFS 6.58 (0.08) 3.24 (3.52) 5.77 (0.14) 6.52 (0.03) 6.04 (1.02) 5.94 (0.57)
RFC 1.12 (0.80) 1.20 (0.16) 0.93 (0.02) 0.86 (0.11) 0.94 (0.42) 1.07 (0.57)
NNS 1.60 (0.52) 3.71 (0.64) 1.33 (0.47) 3.51 (0.48) 2.31 (0.44) 1.88 (0.50)
NNC 1.80 (1.81) 2.17 (3.00) 1.49 (1.34) 2.43 (1.16) 2.22 (2.13) 1.86 (1.56)

Experiment
1A (MSE)

RFS 0.22 (0.00) 0.65 (0.14) 0.45 (0.00) 0.38 (0.00) 0.38 (0.01) 0.45 (0.00)
RFC 0.05 (0.00) 0.17 (0.00) 0.15 (0.00) 0.16 (0.01) 0.16 (0.01) 0.18 (0.03)
NNS 0.11 (0.00) 0.32 (0.04) 0.27 (0.00) 0.28 (0.00) 0.28 (0.02) 0.27 (0.00)
NNC 0.06 (0.01) 0.30 (0.03) 0.27 (0.02) 0.27 (0.01) 0.26 (0.01) 0.27 (0.02)

Experiment
1B (DEV)

RFS 7.83 (0.04) 5.30 (4.61) 8.45 (2.73) 3.00 (0.42) 4.69 (1.18) 7.78 (0.52)
RFC 0.74 (0.08) 0.59 (0.17) 0.87 (0.63) 0.72 (0.56) 0.73 (0.26) 0.76 (0.11)
NNS 0.76 (0.53) 1.45 (0.82) 0.90 (0.46) 1.12 (0.63) 1.15 (0.64) 1.31 (1.34)
NNC 1.41 (1.47) 1.70 (3.11) 2.60 (2.18) 2.96 (2.02) 1.96 (2.32) 1.59 (2.01)

Experiment
1B (MSE)

RFS 0.36 (0.00) 0.64 (0.14) 0.46 (0.01) 0.68 (0.02) 0.69 (0.01) 0.35 (0.02)
RFC 0.01 (0.00) 0.03 (0.00) 0.02 (0.00) 0.01 (0.00) 0.03 (0.01) 0.01 (0.00)
NNC 0.47 (0.02) 0.50 (0.02) 0.53 (0.01) 0.52 (0.01) 0.51 (0.01) 0.49 (0.02)
NNS 0.25 (0.59) 0.24 (0.04) 0.36 (0.07) 0.45 (0.04) 0.31 (0.06) 0.24 (0.13)

Experiment
2A (DEV)

RFS 9.59 (2.96) 15.14 (6.82) 8.68 (3.95) 27.75 (4.41) 23.72 (3.19) 8.99 (3.31)
RFC 5.51 (4.88) 7.58 (6.89) 4.07 (3.24) 27.33 (6.07) 26.67 (6.21) 13.40 (4.28)
NNS 15.33 (6.06) 32.93 (6.71) 10.91 (6.39) 17.09 (4.45) 17.88 (4.36) 13.96 (4.10)
NNC 21.23 (7.31) 28.12 (7.02) 12.67 (6.68) 13.44 (5.59) 10.73 (5.10) 14.64 (6.46)

Experiment
2A (MSE)

RFS 0.41 (0.03) 1.74 (0.24) 2.06 (0.02) 2.03 (0.01) 2.05 (0.02) 2.07 (0.01)
RFC 0.39 (0.04) 1.75 (0.33) 2.08 (0.02) 2.19 (0.02) 2.20 (0.01) 2.23 (0.04)
NNS 0.53 (0.12) 1.48 (0.08) 1.55 (0.06) 1.38 (0.04) 1.35 (0.04) 1.45 (0.09)
NNC 1.43 (0.43) 1.46 (0.10) 1.65 (0.06) 1.57 (0.07) 1.69 (0.09) 1.59 (0.06)

Experiment
2B (DEV)

RFS 1.00 (0.40) 5.98 (8.33) 1.07 (0.64) 6.16 (0.98) 2.08 (1.70) 2.80 (1.04)
RFC 4.20 (4.67) 5.08 (4.33) 5.10 (4.15) 4.74 (4.31) 6.52 (5.92) 5.11 (4.10)
NNS 9.44 (4.44) 8.40 (4.72) 7.64 (2.35) 10.19 (5.93) 8.70 (3.74) 9.10 (3.62)
NNC 11.50 (6.22) 8.95 (7.22) 6.54 (4.46) 8.09 (7.86) 6.42 (7.44) 9.59 (7.17)

Experiment
2B (MSE)

RFS 0.99 (0.01) 1.53 (0.19) 1.09 (0.07) 1.57 (0.02) 1.57 (0.02) 1.18 (0.10)
RFC 0.69 (0.07) 0.87 (0.15) 0.88 (0.06) 0.85 (0.07) 1.24 (0.28) 0.85 (0.13)
NNS 3.24 (1.27) 2.66 (0.75) 2.48 (0.13) 2.10 (0.34) 3.14 (0.70) 3.23 (1.61)
NNC 32.71 (21.09) 1.81 (0.31) 3.92 (0.47) 1.65 (0.34) 4.10 (2.34) 11.96 (12.18)
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4.2. Impact of Dataset Sampling Strategies

Optimized training datasets were generated for each experiment using the proposed
dataset sampling strategy and a real-to-synthetic ratio of 1. The synthetic part of the opti-
mized training dataset was then sampled according to the sampling strategies described
in Section 3.4. Therefore, the training dataset in this experimental setup consists of the
ground truth training dataset enriched with the same amount of the Pn-weighted augmented
datasets. The mean and standard deviation of DEV and MES were calculated for ten models
trained in each experiment. The evaluation results are listed in Table 3.

Table 3. Evaluation of ML models trained using sampled datasets. The values shown are the average
MSE and DEV of the NC axis (X, Y, Z) and SP. For X, Y, Z, and SP, the mean value of ten replications
is used. The entry with the best result for the respective metric is highlighted. The standard deviation
is shown in brackets.

Axis Model Original Dataset Highest Quadratic Weighting Linear Weighting

Experiment
1A (DEV)

RFS 6.58 (0.08) 5.50 (0.21) 5.68 (0.23) 5.67 (0.15)
RFC 1.12 (0.80) 0.94 (0.06) 1.00 (0.05) 0.98 (0.06)
NNS 1.60 (0.52) 1.32 (0.45) 1.43 (0.55) 1.29 (0.53)
NNC 1.80 (1.81) 1.86 (1.30) 2.67 (3.08) 0.72 (1.68)

Experiment
1A (MSE)

RFS 0.22 (0.00) 0.22 (0.00) 0.23 (0.00) 0.22 (0.00)
RFC 0.05 (0.00) 0.05 (0.00) 0.05 (0.00) 0.05 (0.00)
NNS 0.11 (0.00) 0.11 (0.00) 0.11 (0.00) 0.11 (0.00)
NNC 0.06 (0.01) 0.08 (0.01) 0.08 (0.02) 0.08 (0.02)

Experiment
1B (DEV)

RFS 7.83 (0.04) 7.79 (0.24) 7.67 (0.12) 7.72 (0.13)
RFC 0.74 (0.08) 0.76 (0.11) 0.71 (0.12) 0.74 (0.14)
NNS 0.76 (0.53) 0.80 (0.39) 1.02 (0.77) 0.85 (0.58)
NNC 1.41 (1.47) 1.14 (1.05) 1.29 (1.69) 1.71 (2.39)

Experiment
1B (MSE)

RFS 0.36 (0.00) 0.36 (0.00) 0.35 (0.01) 0.35 (0.01)
RFC 0.01 (0.00) 0.01 (0.00) 0.02 (0.00) 0.01 (0.00)
NNS 0.47 (0.02) 0.53 (0.01) 0.52 (0.01) 0.53 (0.01)
NNC 0.25 (0.59) 0.20 (0.02) 0.25 (0.07) 0.19 (0.03)

Experiment
2A (DEV)

RFS 9.59 (2.96) 8.85 (2.83) 9.40 (1.76) 9.39 (4.46)
RFC 5.51 (4.88) 4.84 (2.22) 5.00 (2.48) 3.88 (3.68)
NNS 15.33 (6.06) 10.80 (5.66) 7.98 (6.39) 10.83 (5.10)
NNC 21.23 (7.31) 21.66 (4.90) 12.60 (6.86) 11.42 (5.46)

Experiment
2A (MSE)

RFS 0.41 (0.03) 0.39 (0.02) 0.40 (0.02) 0.40 (0.02)
RFC 0.39 (0.04) 0.40 (0.08) 0.40 (0.05) 0.39 (0.06)
NNS 0.53 (0.12) 0.42 (0.08) 0.37 (0.04) 0.46 (0.11)
NNC 1.43 (0.43) 1.99 (0.64) 1.12 (0.25) 1.55 (0.35)

Experiment
2B (DEV)

RFS 1.00 (0.40) 0.97 (0.42) 1.39 (0.86) 1.13 (0.38)
RFC 4.20 (4.67) 4.15 (4.68) 4.05 (4.01) 3.47 (2.45)
NNS 9.44 (4.44) 9.17 (3.45) 7.38 (1.55) 8.64 (2.93)
NNC 11.50 (6.22) 8.62 (7.83) 7.35 (4.67) 7.48 (5.57)

Experiment
2B (MSE)

RFS 0.99 (0.01) 0.97 (0.04) 0.98 (0.04) 0.99 (0.05)
RFC 0.69 (0.07) 0.71 (0.05) 0.69 (0.09) 0.71 (0.03)
NNS 3.24 (1.27) 2.30 (0.21) 2.30 (0.15) 2.47 (0.22)
NNC 32.71 (21.09) 23.26 (15.68) 11.57 (12.75) 12.70 (13.05)

The distribution of the best-performing methods for each model shows a noticeable
difference between influences on model accuracy (Experiment 1) and generalization (Experi-
ment 2). While the models in Experiment 1 performed well overall, using dataset sampling
did not significantly improve or degrade model performance. In Experiment 2, on the
other hand, the overall model predictions were worse, while the use of a dataset sampling
strategy improved the prediction in many cases.
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A Friedman test with a significance level of α = 0.05 indicated no significant change
in model performance for the data from Experiment 1; however, it revealed a significant
change in Experiment 2. A subsequent Nemenyi test, as detailed in Table 4, demonstrated
that the Quadratic Weighting and Highest dataset sampling strategies resulted in significantly
improved performance.

Table 4. Results of the Nemenyi test performed on the data from Experiment 2 in Table 3. The Critical
Distance for a significance level of α = 0.05 is 1.17, with a lower mean ranking indicating better
performance of the dataset sampling strategy.

Original Dataset Highest Quadratic Weighting Linear Weighting

Mean ranking 3.47 2.28 1.81 2.44
Distance to original dataset 0 1.19 1.66 1.03

5. Discussion

Due to the similarity of the training and test datasets, Experiment 1 focuses on the
prediction accuracy of a model. This results in better model performance compared to
Experiment 2, which focuses on the model’s generalization ability. Thus, we can say that
the influence of the datasets generated using real and augmented data are specific to the
model, data, and problem (here, experiment) under investigation (see Table 2). Figure 2
shows which of the investigated sampling approaches performed better than training via
the Ground Truth Dataset. Figure 2 provides a further overview of the cases in which each
method led to the best results. In Experiment 1, no sampling strategy can be identified as
the best method due to the similar distribution.

Figure 2. Share of experiments in which the investigated methods performed best. Experiment 1
focused on the accuracy of the model when the testing data are similar to training data, while
Experiment 2 investigated the models’ generalization ability.

Considering the generalization capability of the models, Experiment 2 clearly shows
that the sampled datasets led to improved model performance. Here, optimized training
datasets yielded better results, ranging from 10.52% to 31.58%, highlighting the benefits of
data augmentation and systematic dataset sampling strategies. Quadratic Weighting per-
formed the best among the presented methods, with 42.11%. Thus, in contrast to Experiment
1, Quadratic Weighting can be identified as the best sampling strategy for generalization. In
contrast to the state of the art, which usually advises using the best-performing augmenta-
tion method [25,40], a more complex sampling strategy, specifically Quadratic Weighting,
is recommended. Concerning Highest, it should be noted that some results in Table 3 are
worse than the best in Table 2. In Highest, the augmentation method with the highest
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sensitivity score is used for dataset sampling. However, model variance must be considered
when multiple augmentation methods produce similar results. Thus, a model trained on a
dataset using a random augmentation method may produce better results than one trained
on an optimized training dataset generated using the Highest method.

To further highlight the improvements of the Quadratic Weighting datasets models,
Table 5 compares them directly with the Ground Truth Dataset models. While both performed
comparably in Experiment 1, the results of Experiment 2 indicate that sampling with Quadratic
Weighting is preferable for model generalization.

Table 5. Comparison of prediction results for Experiment 1 and Experiment 2 using the Ground Truth
Dataset and the dataset sampled via Quadratic Weighting.

Experiment Ground Truth Dataset is
Better

Sampling via Quadratic
Weighting is Better

Experiment 1 6 7
Experiment 2 2 13

Dataset sampling can significantly improve model estimation in the use case investi-
gated here, and provides overall results that are at least comparable. The proposed dataset
sampling strategy’s influence on the time series prediction results is visualized in Figure 3,
which shows an example plot of the measurement of the current across an axis motor along
with the estimation results of a model trained on ground truth data and a model trained on
an optimized training dataset using Quadratic Weighting. A positive influence on the forecast
can be seen in the highlighted segment.

Figure 3. Example of the motor current comparing the prediction using ground truth data and the
presented approach using Quadratic Weighting. The lower plot shows a zoomed-in area in which the
influence of the data augmentation is particularly noticeable.

6. Summary and Conclusions

A great deal of of research has been carried out in the field of data augmentation to
investigate the influence of augmented training data on ML models and their performance.
One of the remaining challenges is sampling a training dataset from data augmented using
multiple augmentation methods. This paper presents a framework that systematically
samples optimized training datasets using multiple augmentation methods. A series
of experiments using the proposed framework were performed on a regression problem
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involving the current signals of the axis drive motors of two different milling machines. The
results show that the use of the optimized training dataset leads to a significant improvement
in the generalization capability of the models. Furthermore, the dataset compiled according
to the presented framework results in more improvement than using data generated from a
single augmentation method. Where the generalizability was affected, a weighted sampling
strategy of the individual augmentation methods (Quadratic Weighting) led to better results
in 86.67% of the cases investigated compared to training with ground truth data. Therefore,
contrary to the state of the art, complex dataset sampling strategies such as Quadratic
Weighting are recommended.

This paper analyzed three sampling strategies, of which Quadratic Weighting per-
formed the best. To achieve further improvements, other sampling strategies should be
explored. It can be assumed that a problem-specific weighting exponent (here, 2 in For-
mula (3)) can be found. The influence of the augmented and sampled datasets on model
performance is specific to the problem, data, and model under investigation. To account for
this. and to better understand the effects, investigations were carried out with NN and RF
models using a real-to-synthetic ratio of 1. To gain deeper insights into model and sampling
strategy dependencies, more complex ML structures such as LSTM should be evaluated.
Furthermore, systematic interactions between the sampling strategy and a varied real-to-
synthetic ratio should be investigated. The influence of augmented training datasets and
sampling strategies on the accuracy of regression models was investigated as well, with
DEV and MSE used as metrics for this purpose. Recent studies have focused not only on
model accuracy but on criteria such as robustness [41]; therefore, the framework should
additionally be analyzed in terms of these metrics and their effects on generalization [42].

In our experiments, the entire time series was augmented as a single series. Further
work should investigate more precise dataset sampling strategies. The presented frame-
work could be applied to segments instead of whole time series, thereby improving local
model prediction quality.

The validity of the approach for time series regression problems has been demon-
strated; however, the proposed framework can also be applied to other ML problems that
use augmented data for supervised training. Therefore, further research could investigate
the influence of systematic dataset sampling approaches such as Quadratic Weighting on
other problems, such as a regression problem with tabular data or image classification.
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NN Neural Network
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Appendix A

Software

The code we used can be found at the following Github repository: https://github.com/
marcus314/DA_4_Machine_Tools, last accessed on 20 January 2024. We used the following
software and Python packages:

• Python 3.10.10
• CUDA Version 11.8
• joblib==1.2.0
• matplotlib==3.6.3
• numpy==1.23.5
• pandas==2.0.2
• scikit_learn==1.2.2
• scipy==1.12.0
• shap==0.42.1
• torch==2.0.0+cu118
• tqdm==4.65.0
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