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Abstract: Accurate estimation of lithium-ion battery state of health (SOH) can effectively improve the
operational safety of electric vehicles and optimize the battery operation strategy. However, previous
SOH estimation algorithms developed based on high-precision laboratory data have ignored the
discrepancies between field and laboratory data, leading to difficulties in field application. Therefore,
aiming to bridge the gap between the lab-developed models and the field operational data, this
paper presents a feature engineering-based SOH estimation method with downgraded laboratory
battery data, applicable to real vehicles under different operating conditions. Firstly, a data processing
pipeline is proposed to downgrade laboratory data to operational fleet-level data. The six key features
are extracted on the partial ranges to capture the battery’s aging state. Finally, three machine learning
(ML) algorithms for easy online deployment are employed for SOH assessment. The results show
that the hybrid feature set performs well and has high accuracy in SOH estimation for downgraded
data, with a minimum root mean square error (RMSE) of 0.36%. Only three mechanism features
derived from the incremental capacity curve can still provide a proper assessment, with a minimum
RMSE of 0.44%. Voltage-based features can assist in evaluating battery state, improving accuracy by
up to 20%.

Keywords: feature engineering; feature extraction; IC curve; state of health; lithium-ion battery;
real-vehicle data

1. Introduction

With the climate crisis and environmental pollution on the rise, electric vehicles with
low-carbon emissions and the utilization of renewable energy have become the solution
for traditional fuel vehicles [1,2]. Lithium-ion batteries are widely adopted due to their
high energy density, long cycle life, etc. [3,4]. As the core components delivering energy to
electric vehicles, their performance determines the capabilities and driving range of the
vehicle. As the mileage increases, the number of charging and discharging cycles gradually
increases. Meanwhile, the repeated electrochemical reactions within the battery will cause
irreversible loss of materials [5]. Then, the battery will experience performance degradation,
which is significantly characterized by a decrease in the maximum available capacity [6].
The state of health (SOH) of a battery is generally defined as the ratio of the maximum
available capacity in the current state to that of fresh batteries because capacity can represent
the maximum ability of a battery to discharge power [7]. Therefore, accurate estimation of
battery state is important to improve the safety and stability of battery operation.

The existing SOH estimation methods can be broadly categorized into three types: the
experimental-based, the model-based, and the data-driven methods [8–10]. The experimen-
tal measurement method requires specific tests (full charge/discharge/specific pulses) on
the battery to obtain the battery capacity/internal resistance, which is universal to different
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types of batteries [11]. However, it requires high-precision test equipment and is poorly
maneuverable, as it can only be performed under laboratory conditions [12].

The electrochemical model and equivalent circuit model are commonly adopted
battery models in model-based methods. Equivalent circuit models are often combined
with optimization algorithms such as the least squares method and Kalman filtering to
calculate model parameters and hence obtain the current battery capacity [13,14]. For
example, Paris Ali Topan et al. [15] used the Thevenin battery model to describe the
polarization characteristics and dynamic behavior of the battery and used the Kalman filter
(KF) for parameter estimation. The estimated parameters can be used to predict the SOH
with an error of more than 5%. Hu et al. [16] determined the dependence of the parameters
of the first-order equivalent circuit model on the SOC, and then carried out the estimation
of the internal resistance using extended Kalman filters with different time scales to monitor
the SOH. On the other hand, electrochemical modeling simulates the internal chemical
changes in a battery during charging and discharging [17]. Some research has established
a mapping relationship between the electrochemical reaction rate constants and material
concentrations and the battery SOH to realize the state estimation [18]. For example, Q.
Zhang et al. [19] developed an electrochemical–thermal model that considers the double
electric layer model. Sensitivity analysis of electrochemical processes during battery aging
was performed based on electrochemical impedance spectroscopy and relaxation time
method distribution. Finally, some key parameters (maximum solid-phase concentration
of positive and negative electrodes) with high health correlation were selected to estimate
battery state. Furong Gao et al. [20] proposed a joint estimation method of SOC and SOH
based on a pseudo-two-dimensional (P2D) model. After the standard P2D model was
simplified and reformulated into a nonlinear state-space form with observability, a particle
filter (PF) algorithm was applied to predict the average lithium concentration at the cut-
off voltages of charging and discharging for estimating the battery SOH. Although the
model-based estimate provides some interpretability, it is generally more complex, is more
computational, and has high-data-quality requirements, making it difficult to apply on real
operational data.

The data-driven method uncovers the degradation behavior of battery performance
from historical data and employs specific machine learning (ML) algorithms to predict the
battery health state. Critical components of the approach include feature extraction, which
is highly correlated with capacity, and the development of ML models. The incremental
capacity (IC) curve and differential voltage (DV) curve are widely employed as a tool
to analyze the aging mechanism of batteries, which are also applied to extract the aging
features, such as the peak position, peak height, and peak area [21–26]. For example,
Caihao Weng et al. [27] identified peak heights correlated with battery aging behavior
based on incremental capacity analysis (ICA) by analyzing the battery aging-cycle data.
Then, an SOH estimation algorithm was developed. Taedong Goh et al. [28] obtained
reference voltage curves of the constant current charging stage from fresh batteries and
measured the input voltage curves of aged batteries under the same operating conditions
for comparison. By aligning the input voltage curve with the reference curve, the peak
position of the DV curve can be used to estimate the battery capacity. However, the IC
curve generally requires constant current (CC) charging and discharging at a low current.
Furthermore, other researchers have focused on digging out features from voltage ans
temperature data measured during battery charging and discharging, such as charging
time/capacity in a fixed voltage interval or the amount of voltage/capacity change in
a fixed period time [29–31]. Jianfang Jia et al. [32] extracted the time of the CC phase
from the voltage profile as a health factor to capture the battery capacity degradation
process response. Laifa Tao [33] extracted geometrical features from the current and
voltage profiles, mainly slopes, which were shown to be more sensitive to the performance
degradation of lithium-ion batteries and are used to estimate the battery SOH. After
capturing the features that provide battery aging information, ML algorithms such as
Gaussian Process Regression (GPR) [32,34], Artificial Neural Networks (ANNs) [35,36], and
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Support Vector Regression (SVR) [37,38] are deployed to establish the mapping relationship.
The data-driven method is adaptable and does not require excessive analysis of the complex
electrochemical reactions, but only requires the data from the battery operation for the
estimation of the aging state. However, most of the existing studies rely on high-precision
data from lab tests. It is doubted whether the lab-developed SOH estimation pipeline is
effective when oriented to real-world data with large charge/discharge currents and low
sampling accuracy and frequency.

This paper focuses on the research gap between laboratory data-based SOH estimation
models and real-world fleet data and is dedicated to developing SOH evaluation algorithms
for deployment in the field. This involves laboratory data being downgraded to fleet-data
quality, and then, SOH estimation models are developed for real-like vehicle data under
various operating conditions to fill the gap between laboratory data and operational data.
The main contributions of this paper are as follows:

(1) A data processing pipeline for downgrading laboratory data to real-vehicle data is
proposed, where data are reduced for sampling accuracy, sampling frequency, and
data integrity. The process guarantees the transferability of the developed algorithms
to the field data.

(2) Six features highly correlated with capacity are extracted based on IC curves and volt-
age curves. Even with low-quality post-downgraded data, the mechanistic features
from IC curves can still capture battery aging better, while the voltage information
can assist in the aging assessment.

(3) The developed SOH evaluation is applicable to field data, is not sensitive to battery
type, and does not depend on any algorithm.

The sections are organized as follows: Section 2 describes the experimental design and
data collection. Section 3 shows the methodology, including the data processing procedure,
feature extraction, feature analysis, and ML algorithms. Section 4 presents and discusses
the SOH estimation results, and Section 5 concludes this study.

2. Experimental Design and Data Collection

In this study, ten ternary cells with a rated capacity of 36 Ah and a rated voltage of
3.6 V were tested under five aging conditions with different temperature and current rate
(C-rate) stresses. The specific parameters are shown in Table 1 below.

Table 1. Battery aging experimental conditions.

Battery Number Test Temperature (◦C) Charge–Discharge Rate (C)

B1, B2 25 1–1
B3, B4 45 1–1
B5, B6 10 1–1
B7, B8 25 0.5–1

B9, B10 25 1–1.5

The detailed experimental steps are as follows: (1) Constant current–constant voltage
(CC-CV) charge: charge the battery with the set C-rate to the cut-off voltage of 4.15 V, and
then charge it with a constant voltage until the current decreases to 0.05 C. (2) CC discharge:
discharge the battery with the set C-rate to the cut-off voltage of 2.5 V. (3) Repeat steps
(1) and (2) until the battery capacity declines to 80% of the rated capacity, then stop the
aging experiment.

With the cycle gradually increasing, the chemical products of the irreversible reaction
inside the battery continue to accumulate, resulting in a continuous loss of chemical
materials. This process will lead to changes in the battery internal parameters such as an
increase in the internal resistance and a change in the open circuit voltage (OCV), which is
the reason for the decline in battery performance. The capacity degradation curve of the
10 batteries is shown in Figure 1.
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Figure 1. Capacity degradation curve of 10 tested cells.

Battery cycle life varies significantly between operating conditions, with B7 and B8
cells having up to about 900 cycles, and B5 and B6 cells having only about 200 cycles. The
battery aging path is also not linear, but rather changes abruptly from a near-linear decline
stage to an accelerated decline stage. Capacity is not strictly monotonically decreasing over
the full battery life. Capacity recovery occurs in certain cycles, which may be associated with
pauses in the experiments. Irregular tests are common in vehicle operation. Consequently,
these points were not removed. This phenomenon complicates the SOH estimation by
increasing the uncertainty of the process.

3. Methodology
3.1. Data Processing Procedure for Deterioration of Data Quality

The data of lithium-ion batteries collected under real-vehicle conditions differ signifi-
cantly from laboratory conditions, mainly in three aspects: the sampling frequency of the
collector, the sampling precision, and the completeness of the charging and discharging
process [39].

The alignment of laboratory data quality with real operating data facilitates the devel-
oped model’s transferability. Therefore, the charging data under laboratory conditions are
processed to achieve data quality like that of real-vehicle data. The processing procedure
consists of the following main aspects.

Sampling frequency. Under laboratory conditions, the data are collected at 1 HZ,
which means that the data are collected every second. Meanwhile, for real vehicles, a
sampling frequency of this speed is hard to reach. In most cases, the collection frequency
is only 0.1 HZ or even lower, meaning that the interval between the two sets of data is
more than 10 s. The features extracted at different sampling frequencies vary greatly, with
some features even being invalid at some frequencies. For example, the lower the sampling
frequency, the sparser the points for the IC curve, and the greater the error in the location of
the peak points. To reduce the sampling frequency, the lab raw data were down-sampled
by taking every 9th data point to reduce the frequency to 1 sample in 10 s. The last data
point was added additionally if the 9th data point was not collected.

Sampling precision. The data precision of the laboratory acquisition equipment is
very high. The sampling error of the voltage and current is only about 0.05%. The voltage
acquisition precision is only about 1 mV, and the current acquisition precision is only about
0.1 A for the fleet data, which is a huge gap between the lab and real-world data [32]. The
lower precision of the voltage and current will cause errors in the calculation of capacity
and will gradually accumulate in the charging and discharging process. As a result, the
peak height feature derived from the IC curve may be erroneous compared to that obtained
from high-precision data due to insufficient precision. To emulate the precision of the data
collected from the real vehicle, it is necessary to reduce the laboratory precision to 1 mV
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for voltage and 0.1 A for current. Meanwhile, the capacity gathered by the experimental
equipment will not be used but calculated by the ampere-time integration method.

Integrity of charge/discharge data. Each battery cycle under lab conditions comprises
a full charge and discharge process that contains all of the information on battery aging.
The vehicle does not charge to a full state with an empty charge, nor does it discharge to a
nonempty state with a full charge. Therefore, each charge/discharge process is incomplete,
with only partial information. This will result in a partial loss of the mechanistic information
contained in the IC curve. However, most vehicle users will not stop charging until the
battery is fully charged or near its full state, which indicates that most of the charge data
contain aging information in high SOC intervals. For a closer resemblance to the real-
vehicle data, the raw data under lab conditions are divided into intervals based on voltage.
Only the segments with a voltage range from 3.6 V to 3.9 V during the charge, which was
selected in accordance with most of the literature reports, are used for feature extraction
and health estimation [40]. To clearly illustrate the voltage range selected in this paper, we
plot the voltage profile over the whole charging process in Figure 2a and the selected range
is labeled.
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Figure 2. Voltage curve and IC curve after downgrade processing of B1 cell data. (a) Voltage curve;
(b) IC curve.

3.2. Feature Extraction
3.2.1. Incremental Capacity (IC) Curve-Based Feature

The voltage-capacity curve (Q-V curve) can provide the IC curve after differential
transformation. After this transformation, the voltage plateau on the Q-V curve becomes a
more salient peak on the IC curve. Therefore, the change in the IC curve during the whole
battery life has a certain relationship with the battery aging state, and the electrochemical
health status can be analyzed side by side. Although the IC curves may fail under a high
C-rate and low data quality, the trend of the IC curves with aging was plotted for the
downgraded lab data of the B1 battery in this study, as illustrated in Figure 2b, and labeled
with the selected voltage range. It can be observed that the IC curve is greatly affected by
the noise, shown by the obvious jagged shape. However, with the cycle increase, the peak
height and peak position of the IC curve change regularly. It shows that the peak value
gradually decreases, while the voltage position of the peak is shifted to the right. Especially
in the voltage range from 3.6 V to 3.9 V, there is still a main peak, although the shape of the
peak is not smooth.

Since the IC curve contains rich information about the intrinsic aging of the battery,
it is still employed even though it is relatively unsmooth in the deteriorated data. In this
paper, three features are selected for the characterization of battery aging on the IC curves
of the downgraded data, which are the main peak height, the voltage point corresponding
to this peak, and the area surrounded by the curve and the axes in the voltage range from
3.6 V to 3.9 V, named peak height, peak position, and peak area, respectively. Figure 3
shows the evolution curves of the three extracted IC features of the B1 battery with capacity
degradation. The peak height has a sharp fluctuation in the pre-aging period and a reduced
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fluctuation in the middle and late-aging period, which has a higher correlation with the
capacity. The peak position has a sharp volatility throughout the cycle life, but still exhibits
an overall upward trend as the battery capacity decays. It is particularly noteworthy that
peak area has a better correlation with the capacity. The change is more regular and almost
linearly correlated with the capacity decline. In addition, to provide a clearer visualization
of the IC-based features as the cycle increases, we also show the IC-based features versus
cycle times, as shown in Figure 3d–f.
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Figure 3. The evolution curves of the three extracted IC features with B1 battery degradation. (a) The
peak height, (b) the peak position, and (c) the peak area surrounded by the curve and the axes in
the voltage range from 3.6 V to 3.9 V as a function of the capacity; (d) the peak height, (e) the peak
position, and (f) the peak area as a function of the charge–discharge cycle.

3.2.2. Voltage-Based Feature

The research of Severson et al. showed that the voltage-dependent sequences contain
much information related to the health of the battery and demonstrated that their standard
deviations have a high correlation with the SOH. Inspired by such studies, this paper also
attempts to derive relevant features based on voltage information. Since the test charge
mode is CC-CV, the selected range has not reached the charge cut-off voltage, and thus,
the current is a fixed value. The trend of the voltage profile in the range varies with the
increasing aging, and Figure 4 shows the evolution of the voltage within the selected range
after the downgrade processing of B1 battery data. Even after the data downgrading
process, the voltage curve still shows a smooth trend, which is different from the IC curve.

The simulated real-vehicle data show a regular change in the voltage curve, in which
the time required to charge from 3.6 V to 3.9 V becomes progressively shorter as the aging
increases, and the curve is shifted upwards overall. Therefore, the voltage series within the
range contains the aging information, for which statistics can be calculated to be used as
inputs in the ML algorithms, specifically the mean, variance, skewness, and kurtosis of the
series. The formulas are shown in Table 2 below.
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Figure 4. The evolution of the voltage profile after the downgrade processing of B1 battery data.

Table 2. Statistical feature calculation formula.

Statistics Formula

Mean µ = 1
N ∑N

i=1 Xi
Variance σ2 = 1

N ∑N
i=1(Xi − µ)2

Skewness S = 1
N ∑N

i=1

(
Xi−µ

σ

)3

Kurtosis K = 1
N ∑N

i=1

(
Xi−µ

σ

)4

As can be seen in Figure 5, among the statistical features of the voltage series, the
three features of mean, skewness, and kurtosis have a higher correlation with the capacity
and change more regularly as the capacity declines. Although the performance of the
variance feature is more general, it is also changing as the battery capacity declines. In
particular, the mean, kurtosis, and skewness of the voltage show an almost linear increase
or decrease with capacity decay. This further suggests that the voltage curves in this region
are evolving, implying an intrinsic electrochemical aging phenomenon of the battery from
the shape of the curves.
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Figure 5. The evolution curves of voltage-based statistical features of the B1 battery with capacity
degradation. (a) The mean of the voltage. (b) The variance of the voltage. (c) The skewness of the
voltage. (d) The kurtosis of the voltage.
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3.3. Feature Analysis

For further quantification of the relationship between the proposed features and
battery aging, Pearson correlation coefficients were used to evaluate the relevance of each
feature to the SOH of the batteries, and the calculation formula is shown in Equation (1).
The Pearson correlation coefficient reflects the correlation between two variables (feature
and battery capacity); the larger the absolute value of ρ, the stronger the correlation. When
ρ > 0, the two variables are positively correlated. When ρ < 0, the correlation is negative.

ρ =

n
∑

i=1

(
Xi − X

)(
Yi − Y

)
√

n
∑

i=1

(
Xi − X

)2
√

n
∑

i=1

(
Yi − Y

)2
(1)

Figure 6a demonstrates the correlation between the features and the capacity of the
B1 battery. Except for the voltage variance feature whose correlation is lower than 0.6,
the correlation of the other six features (three IC-based features and three voltage-based
features) is above 0.8, which indicates that the extracted features can reflect the battery’s
capacity degradation. Figure 6b extends the correlation analysis to all cells. The correlation
between the proposed features and capacity shows a different degree of drop due to the
different cycling conditions and temperatures, which lead to significant differences in
battery life and aging paths. In particular, the correlation between voltage variance and
capacity is only 0.02. This observation is consistent with the trend of the voltage variance
curves in Figure 5b which show a more irregular trend compared to the other three voltage-
class features. The voltage variance will be discarded in the subsequent inputs, even though
it performs well in the relevant literature. In addition, even if the battery is expanded to all
working conditions, the IC peak and peak area features still maintain a high correlation
above 0.8 with capacity, while the voltage-based features have correlations below 0.6. The
more severe drop in the voltage-based features indicates that the voltage is sensitive to the
operating environment. Even though it performs well on a single cell, it is hard for the
voltage features to maintain favorable performance under different operating conditions
and accurately reflect the information of that aging path. In other words, once the aging
conditions of the battery are changed, it may be difficult for the voltage-dependent features
to capture the capacity trajectory. Therefore, the ability of the IC-based features and the
voltage-based features to track battery degradation will be evaluated separately in the
next section.
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Figure 6. (a) Pearson correlation coefficient of the feature set of the B1 cell vs. capacity; (b) Pearson
correlation coefficient of the feature set of all cells vs. capacity.

3.4. Machine Learning (ML) Algorithms

This section establishes the relation between the feature set and the SOH by employing
diverse ML methods to validate the reliability of the constructed features on the down-
graded data. To make the proposed method deployable in the battery management system
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(BMS), the dominant ML methods such as SVRs [41–43], BP [44–46], and RF [47,48] are
employed. Due to the strong correlation between the proposed features and capacity, a
high SOH estimation accuracy can be expected.

3.4.1. Support Vector Regression (SVR)

SVR is a very important branch of SVMs. Unlike general linear regression, SVR
computes losses only when the error between the predicted and observed values is greater
than a specified tolerable deviation ε and optimizes the model by maximizing the interval
bandwidth and minimizing the total loss. Therefore, the regression problem solved is to
find an optimal hyperplane, which can arrange all of the sample points from the hyperplane
at the “shortest” distance.

For a linear hard-spaced SVR, the optimization objective is as follows:

min
w,b

1
2
||w||2 (2)

where w is the weight, b is the intercept, and the points located within the boundary satisfy
the conditions shown in Equation (3), where ε is the maximum loss error:

|yi − (wxi + b)|≤ ε (3)

With the introduction of slack variables ζ, the SVR problem can be rewritten as

min
w,b,ξi ,ξ̂i

1
2
||w||2 + C

m

∑
i=1

(
ξi, ξ̂i

)
. (4)

3.4.2. Back Propagation (BP) Neural Network

A BP neural network is a neural network with three or more layers, where several
neurons make up each layer of the network, with connections between each neuron on the
left side and each one on the right side, and no connections between the upper and lower
neurons within each layer.

The BP neural network is constructed based on the forward propagation of the input
signal and the back propagation of the prediction error. The output of the hidden layer
is shown in Equation (5), where wij is the weight between the income layer and the
hidden layer, aj is the bias between the input layer and the hidden layer, and g(x) is
the excitation function.

Hj = g

(
n

∑
i=1

wijxi + aj

)
(5)

The output of the output layer is shown in Equation (6), where wjk and bk are the
weight and bias between the hidden layer and the output layer, respectively.

Ok =
l

∑
j=1

Hjwjk + bk (6)

For the calculation of the error, the error formula is taken as follows:

E =
1
2

m

∑
k=1

(Yk − Ok)
2 (7)

where Yk is the desired output; then, the error denoted as Yk − Ok = ek can be expressed
as follows:

E =
1
2

m

∑
k=1

(ek)
2 (8)
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The iterative formula for updating weights is expressed by Equation (9), where the
learning rate is set to η. {

wij = wij + ηHj
(
1 − Hj

)
xi∑m

k=1 wjkek
wjk = wjk + ηHjek

(9)

The updated iterative formula for the bias is as follows:{
aj = aj + ηHj

(
1 − Hj

)
∑m

k=1 wjkek
bk = bk + ηek

(10)

The initial parameter settings are required to determine the number of hidden layers,
the number of neurons, the learning rate, the activation function, etc. Repeating the iterative
process will allow the model to learn the optimal weights and bias matrix.

3.4.3. Random Forest (RF)

Random forest is an algorithm that utilizes the bootstrap aggregating idea to integrate
multiple decision trees. Each decision tree is comparable to a weak learner, and the random
forest constructed from all of the decision trees is comparable to a strong learner, which is
the bagging implementation of RF. The decision tree is the basic unit. The specific process is
to adopt a random method to build a forest. The forest consists of a lot of decision trees and
each decision tree is unrelated to each other, which makes a separate prediction whenever
new data enter the model. For regression problems, a simple arithmetic average is used,
where the final prediction of the model is the averaged result of each tree.

4. Results and Discussion
4.1. SOH Estimation Results

The degradation paths of the 10 batteries under different operating conditions all show
a process starting from nearly linear decay and transitioning to accelerated decay, but there
are differences in the degradation rates due to different operating conditions. Based on the
six features extracted from the IC curve and the voltage profile, three SOH estimation mod-
els are constructed by three ML algorithms mentioned above. To evaluate the performance
of the three algorithms for SOH estimation, maximum absolute error (MAXE) and root
mean square error (RMSE) are used. The formulas are shown in Equations (11) and (12).

MAXE = max(|yi − ŷi|1≤i≤N) (11)

RMSE =

√√√√ 1
N

N

∑
i=1

(yi − ŷi)

2

(12)

For the division of the data set, five batteries are selected from different working con-
ditions as the training set, which are B1, B3, B5, B7, and B9, and the remaining five batteries
are used as the validation set. The estimation results of the validation set on the three
ML algorithms are shown in Figure 7 and the statistical results are shown in Figure 8.
The results show that all ML algorithms can achieve excellent SOH estimation accuracy
in various working cases. The three algorithms have comparable evaluation, which is
attributed to the fact that the proposed features are well adapted to different operation
conditions, all of which capture the aging state of the batteries better. This further indicates
that the proposed features are not algorithm-dependent. Further analysis shows that the
BP neural network is slightly better than the others, with RMSEs within 1% for all batteries,
except for the short-life B6 battery where the MAXE reaches 2.8%. RF may not cope with the
accurate prediction of long/short-life batteries, with the error reaching a MAXE of 3.85%
for B6, and the performance for long-life B8 having the next largest error reaching 3.15%.
The performance of SVR for different batteries does not differ much, with RMSEs of around
0.8%, which indicates that the robustness of SVR in migrating applications is superior.
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Figure 7. SOH estimation results for the validation set using SVR, BP, and RF. (a) B2 estimation
results with errors. (b) B4 estimation results with errors. (c) B6 estimation results with errors. (d) B8
estimation results with errors. (e) B10 estimation results with errors.
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The three ML algorithms show higher errors for the B6 battery, which is due to the
large C-rate of this battery at low temperatures, resulting in a more complex aging pattern.
It is manifested by a capacity dive after about 200 cycles, with about 250 cycles in its
lifetime, which also increases the difficulty of the estimation. However, the temperature
of the validation set ranges from 25 ◦C to 40 ◦C, and the charge and discharge C-rate
covers 0.5 C to 1.5 C, which further illustrates that the predicted model can perform the
task of SOH estimation for different aging regimes. Even with the hindrances of aging
mode complexity, short lifetime, and low sampling precision and sampling frequency,
high accuracy estimation with a MAXE of 2.5% was obtained based on the proposed
features. It is noteworthy that the error is only 1% in the first 200 cycles (80% of the full life),
which further implies that the proposed model and features can provide high-accuracy
estimations for batteries with complex aging patterns. The life model developed for the
actual operating data format can cope with batteries under complex operating conditions,
which is of positive significance for practical applications.
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4.2. Discussion of the Performance of IC-Based and Voltage-Based Feature Subsets

In the previous section, it was concluded that the developed SOH evaluation frame-
works can achieve high-accuracy estimation without relying on the algorithms. However,
the inputs contain IC-related features and voltage-related features. To provide further
guidance on feature selection principles for real-world data, this section quantitatively
evaluates the respective effects of IC-based and voltage-based features as inputs to the
three algorithms, respectively.

The division of the training and validation sets as well as the parameterization of the
algorithm in this comparison remains the same as in Section 4.1. As shown in Figure 9d,
cells under the three algorithms show the best results for the sets containing six features
(noted as the proposed feature set) and the worst for the voltage-based feature set, both
in terms of error bar range, mean, and median. The error distribution between the ML
algorithms is almost the same when the proposed feature sets are used as inputs, while the
error distribution of IC-based features also shows slight fluctuations, with the narrowest
error range obtained for RF, which is only 50% of that of BP and SVR. The worst case is
the voltage-based feature set, whose performance fluctuates widely across ML algorithms.
The RMSE of the validation set for different algorithms and input sets is shown in Table 3,
where all feature sets have comparable results with different algorithms, with a maximum
RMSE of only 0.52%, the IC-based set is slightly worse, with a maximum RMSE of 0.65%,
and the RMSE of the voltage-based feature set is as high as 2.59%. Thus, these results show
that the best results are achieved with the proposed feature sets, the second best with the
IC-based feature set, and the worst with the voltage-based feature set, but the estimation
accuracy can be improved by 20% when the voltage information is combined with the
IC information.
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Figure 9. Comparison of SOH estimation results from three different feature set inputs. (a) Estimation
results and errors for the B4 cell using the SVR algorithm. (b) Estimation results and errors for the B4
cell using the BP algorithm. (c) Estimation results and errors for the B4 cell using the RF algorithm.
(d) Error bars of all cells.
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Table 3. RMSE statistics for three feature sets in three ML algorithms.

Type of Features SVR BP RF

IC-based features 0.64% 0.61% 0.44%
Voltage-based

features 2.59% 2.14% 0.61%

Proposed features 0.52% 0.36% 0.43%

To further analyze the performance on a single cell, the predicted effects of the B4 cell
with the three inputs are shown in Figure 9. Since the input effect in the validation set does
not differ on each cell, only one case is shown in this paper. The performance of the B4
battery is quite different based on the three inputs. Although all three inputs can follow
the aging state of the battery well in the early stage of the SVR algorithm, with an error of
only about 3%, in the later stage, the voltage feature can no longer continue to capture the
declining trend of the battery capacity. In the last 100 cycles, the prediction effect of the
voltage feature decreases exponentially. This may be due to the fact that the aging pattern
of ternary batteries typically decays in the low SOC range, while when downgrading lab
data, the range used is the high region of 3.6–3.9 V. Additionally, in the BP neural network,
the performance effect of the voltage feature shows large-scale fluctuations or even fails to
follow the trend of capacity changes, which may result from the variable parameter settings,
which are the same as in the previous section. This also indicates that the voltage-based
features are dependent on the algorithm and the parameter settings, which is also evident
in RF.

In practical usage, even though the IC curves cannot be accurately acquired under the
large C-rate, the rough IC curves obtained can still reflect battery aging. Although the volt-
age information was found to represent battery aging under laboratory conditions, when
the data are degraded to field data, the voltage information is dependent on the algorithm
and the voltage range selected, which is different from previous studies. However, when
the voltage information is combined with the mechanism information obtained from the IC
curve, it can assist in the evaluation of battery state and can improve the accuracy by 20%.

5. Limitations and Outlook

The present study can also be improved in the future. First, as a framework for
developing SOH models applicable to real-vehicle scenarios based on laboratory data, the
proposed framework does not consider battery type. Therefore, the proposed framework
can be applied to a wider range of battery materials. Second, our data downgrading
strategy can be simulated by advanced simulation techniques to match the real scenarios,
including data asynchrony, varying sampling frequency, and unfixed usage range, and can
be considered based on laboratory battery pack data. Finally, the proposed framework
does not assume a specific data source. Therefore, it is possible to explore scenarios that
contain other detection signals. The proposed framework is promising to help maximize
the potential for developing field SOH models based on laboratory data.

6. Conclusions

Accurate battery SOH estimation can maintain stable vehicle operation. However,
most of the existing studies have developed SOH models for high-precision data obtained
in the laboratory, which cannot be directly applied to field data. To address this gap, this
paper proposes an SOH estimation method oriented to real-vehicle data and demonstrates
deployment in the BMS. A flowline for downgrading the lab data into field data is proposed,
which is carried out through assessing sampling precision and sampling frequency, and
performing data cutting. Two types of features, mechanism features and voltage features
(three features each of the two classes), are extracted based on the IC curves and statistics
for the class of real-vehicle data. It is shown that the Pearson correlation coefficients
between the features and the capacity are greater than 0.8, except for the voltage variance.
Finally, ten ternary lithium-ion batteries were selected for experimental validation under
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five operating conditions. After the raw data were processed to reduce the data quality,
excellent estimation results were achieved by using three ML algorithms, with the MAXE
within 2.8% and an RMSE of only 0.52%. An assessment with an RMSE of 0.65% can also
be achieved by the mechanistic information of the IC curve. The voltage information can
assist in the SOH estimation, which can improve the accuracy by 20%. This study proposes
a promising solution for developing an SOH model for electric vehicles.
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