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Abstract: In the process of hardware-in-the-loop simulations (HILs) of indirect matrix converters
(IMCs), solving the mathematical models of complex multiswitching converter topologies has become
a major problem. The conventional approach is to split the complex mathematical model into multiple
serial subsystems; however, this inevitably produces delays in the simulation steps between different
subsystems, leading to numerical oscillations. In this paper, the method of latency-free decoupling
is adopted, which has no time-step delay between different subsystems, making each subsystem a
parallel operation. This can improve the numerical stability of the simulations and can effectively
reduce the step size of the real-time simulation and alleviate the problem of real-time simulation
resource consumption. In this paper, we discuss in detail the modeling process of IMC hardware-in-
the-loop simulations with Finite Control Set Model Predictive Control (FCS-MPC), and experimentally
validate our method using the Speedgoat test platform, resulting in a simulation step size of less than
200 ns. The simulation results are compared with the results of Matlab’s Simpower power system,
which allows us to evaluate the accuracy of our model.

Keywords: indirect matrix converter; hardware-in-the-loop simulation; latency-free decoupling;
parallel computing; finite control set model predictive control; Speedgoat

1. Introduction

With the development of power electronics and computer control, research on matrix
converters (MCs) has been receiving increasing attention. MCs are advanced topology
power converters, which have the advantages of a simple topology, no intermediate energy
storage links, low harmonic pollution to the grid, a sinusoidal input current and output
voltage, an input power factor of 1, an adjustable output voltage amplitude and frequency,
a bi-directional energy flow, etc. [1]. It has been proposed that MCs should be used in
motors by adopting an indirect control technique, which reduces the switching losses, and
should be applied in hospital pumping or vehicle applications [2].

IMCs not only have these same advantages, but they also overcome the disadvantages
of conventional MCs, such as the complex control strategy and multiple switches, making
them a new type of MC with great development potential. For example, the authors of [3]
propose a new type of IMC with an open rectifier stage— the first of its kind—creating a
new class by replacing the four active control switches of the rectifier stage with four diodes,
which reduces the cost and improves the efficiency. For the control algorithm of IMCs, in [4],
FCS-MPC for IMC control is proposed to realize a model with a controllable input power, a
controllable load power and a fixed switch output waveform. In [5], several mainstream
three-phase AC-AC converters were reviewed and compared, and the implementation of
space vector modulation (SVM) and the corresponding switching mode generator was
introduced. The authors of [6] propose the realization of FCS-MPC through virtual vector
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modulation, which can effectively reduce the error of current control methods and was
proven to improve the steady-state control performance of IMCs.

In the control system development phase, simulation testing techniques that allow
testing without first building the physical system are called HILs. However, with the rapid
development of power electronics technologies, the converter’s switching frequency has
become increasingly demanding. For example, the control frequency of IMCs is generally
more than 20 kHz; in order to more accurately simulate an actual situation, the model’s
simulation step size generally needs to be 100 times more than the control frequency, which
means that a real-time IMC simulation requires a very small simulation step size to meet the
system requirements. Therefore, the real-time simulation modeling of IMCs is challenging.

Usually, this can be solved by changing the hardware or improving the simulation
modeling method; for example, in [7], a method of determining matrix equations based
on a modified node voltage analysis is proposed to cope with high-frequency switching
power electronic converter modeling and real-time simulations. HIL model construction is
realized using a dual active bridge converter as an example. The authors of [8] proposed
a method with which to improve the circuit models of field programmable gate arrays
(FPGAs), eliminating the problem due to synchronization errors between the simulation
time network and the control platform and enhancing its scalability. As for device-level
developments, ref. [9] proposes a real-time, high-voltage, high-current silicon carbide metal–
oxide semiconductor field-effect transistor half-bridge power module modeling method
using FPGAs, which employs Eulerian discretization to discretize the state-drain current,
gate-source voltage and drain-source voltage of the device. The model was applied to
medium- and high-voltage DC-DC dual active bridge converters, achieving time efficiency
and producing current values under various voltage and current levels for on and off
transients. The model can be generalized to other SiC-based power electronics systems.
A methodology for the alternative compensated voltage source interfaces required for
the real-time simulation of power systems is presented in ref. [10]. Application of a
generalized equivalent model to a hybrid multilevel converter is presented in ref. [11],
where the combination of CPUs and FPGAs effectively improved the model accuracy
and computational efficiency. In ref. [12], a generalized equivalent model that can be
applied to wind power systems and modular multi-level converters (MMCs) is proposed;
in addition, ref. [13] proposes a voltage-balancing method for MMCs, which was verified
as being superior to the conventional method for HILs. In [14], on the other hand, an HILS
system was used to verify the feasibility of a supercapacitor variface to protect equipment
connected to a distributed power supply in the case of a low-voltage overcurrent with a
power compensator.

In real-time simulations of a circuit model, the selection of an appropriate decoupling
method determines the model’s minimum delay path for real-time simulations, and the
minimum delay path determines the minimum step size that can be achieved in the simula-
tion. The current mainstream decoupling method, the delay insertion decoupling method,
is usually used. In [15], the delay insertion method (LIM) is used for real-time simulations
of power electronic systems with high switching frequencies and common power topolo-
gies, with a description of how to create an LIM three-phase DC/AC converter model
to prove its feasibility. In ref. [16], a new parallel simulation method is proposed, which
does not include a time step delay over the entire system division process. By dividing the
system into a two-step prediction and control simulation, the overall system stability is
improved. The method was verified using the RTLAB simulator and the method’s effec-
tiveness was proven using the results of the Simpower system in Matlab for comparison.
The authors of ref. [17], using a solid-state transformer as an example, proposed a hybrid
accompanying circuit modeling method and electromagnetic transient program method
combined with the traditional EMTP computational tasks. The parallelization of the FPGA’s
hardware structure was taken full advantage of, a compact EMTP algorithm was designed
and the same type of offline playback was used to verify the model’s accuracy. Ref. [18]
proposes a new approach to circuit decoupling and segmentation, where each state variable
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is discretized in a different way, combining implicit and explicit methods to decouple the
system without the need for artificial delay compensation. This method can be applied
in the commercial market. Ref. [19] proposes a multi-rate delay insertion method for fast
transient simulations which can be used in large-scale interconnected planar networks and
can effectively reduce the computational cost.

In contrast, this paper focuses on the real-time simulation of mainstream traditional
IMC circuits. The non-delay decoupling method is introduced to improve the accuracy of
the model, reduce the simulation time steps and improve the FPGA’s resource consumption
problem. The traditional IMC FCS-MPC method is introduced and, finally, the HILs IMC
circuit model is realized. The Simpower system simulation results in Matlab and the
FPGA’s resource consumption are compared to verify the accuracy and effectiveness of
the model.

This paper is organized as follows. In Section 2, the mathematical IMC circuit topology
model and the application of the FCS-MPC algorithm are introduced in detail. Section 3
details the circuit division method used by LFD and applies it to IMC circuits. Then, for
benchmarking purposes, in Section 4, a real-time simulation of our model in Speedgoat is
detailed and it is compared to the SPS model. Finally, the paper is summarized in Section 5.

2. Circuit Topology of IMCs
2.1. IMC Mathematical Model

An IMC is mainly composed of a filter circuit, a rectifier stage and an inverter stage;
the intermediate DC link does not require additional energy storage capacitor components.
Figure 1 shows a typical IMC circuit; the operation principle is that the three-phase AC
voltage is first converted to DC by the rectifier stage and then converted to three-phase AC
again in the inverter stage. The IMC control of both the output voltage and input current
can effectively be decoupled from each other, allowing the input voltage to be generated
independently of the input. Regardless of the input voltage value, it can be used to control
the phase of the input current.

Figure 1. IMC circuit topology.

When the switch is modeled using the ideal switch model, the signals on the rectifier
side and inverter side are Sri and Sii. In the circuit topology shown in Figure 1, a mathemat-
ical IMC model regarding the current–voltage input–output relationship can be derived,
where the switching signal takes a value of 0 or 1 and the DC bus voltage UDC is as follows:

UDC = Truii (1)

where the input voltage uii = [uai ubi uci]
T and Tr is the instantaneous transmission matrix

at the input.
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Tr = [Sr1 − Sr4 Sr3 − Sr6 Sr5 − Sr2] (2)

The input current iii = [iai ibi ici]
T is equal to the DC bus current Idc multiplied by the

instantaneous transfer matrix transpose TT
r at the input:

iii = TT
r IDC (3)

Meanwhile, the DC bus current Idc is equal to the instantaneous transfer matrix at the
output multiplied by the output current iio:

IDC = Tiiio (4)

where iio = [iao ibo ico]T . The instantaneous transmission matrix Ti at the output is as
follows:

Ti = [Si1 Si2 Si3] (5)

The output three-phase voltage uio = [uaoubouco]T is equal to the instantaneous trans-
mission matrix at the output multiplied by the instantaneous transmission matrix at the
output of the DC bus voltage UDC:

uio = TT
i UDC (6)

Based on the output three-phase load, it can be concluded that the three-phase load
currents add up to zero:

iao + ibo + ico = 0 (7)

The circuit parameters of the IMC are shown in Table 1.

Table 1. IMC parameters.

Variables Description Value

us Supply phase voltage 311.1 V
fs Supply frequency 50 Hz
L f Input filter inductance 400 µH
C f Input filter capacitance 30 µF
R f Input filter resistance 1 Ω
RL Load resistance 30 Ω
LL Load inductance 10 mH

The IMC input–output relationship can be observed by looking at the entire circuit
topology. The energy has a bi-directional flow, where the input voltage determines the
output current and the load current on the load side feeds back to determine the input
current; therefore, the circuit decoupling process requires special treatment.

2.2. IMC Control

The current control algorithms applied to IMC controllers are mainly FCS-MPC and
SVPWM modulation; the FCS-MPC method has been validated in [4]. The aim is to obtain
a close reference current, i∗io, and to minimize the instantaneous input power. The control
steps are shown in Figure 2 and the main control steps are determined by the following
three steps:

(1) First, define the reference current i∗io and set the input reference power q∗ = 0. It is
necessary to measure the input voltage uii, the input current iis, the rectifier-side input
voltage uii and the output current iio.

(2) Predict the next occurrence of uio and iio from the switching state and measured values.
(3) Finally, the predicted values are used to calculate the cost function k. The predicted

values that minimize the cost are selected and the switching state is output. Since
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the predictive controller is formulated in discrete time, it is necessary to derive a
discrete time model of the load converter system. The predictive variables at the input
side are as follows:

[
uii(k + 1)
iis(k + 1)

] = α[
uii(k)
iis(k)

] + β[
uis(k)
iii(k)

] (8)

where α ∼= eATS and β ∼= A−1(α − I2x2)B, with

A = [
0 1/C f

−1/L f −R f /L f
], B = [

0 −1/C f
1/L f 0

] (9)

The value of UDC at the k+1-th instant is obtained via Equation (10).

UDC(k + 1) = Tr(k + 1)uii(k) (10)

The predicted load current can be obtained using the forward Euler approximation:

iio(k + 1) = d1(uio(k) + d2(iio(k)) (11)

where d1 = Ts/LL and d2 = 1− (RL/LL)Ts are constants dependent on the load parameters
and the sampling time Ts. The output current, io, is measured at the k-th instant and the
value of vo at the k-th instant is given according to Equations (6) and (10).

On the output side, the error between the load currents and their respective references
is given as follows:

∆iio(k + 1) = (i∗ao(k)− iao(k))2 + (i∗bo(k)− ibo(k))2 + (i∗co(k)− ico(k))2 (12)

For this, the reference Qin = 0 is used. The function that determines the minimization
of the instantaneous reactive power is

∆Qin(k + 1) = vα
s (k)i

β
s (k) + iα

s (k)vs(k)β (13)

where the current iα
s (k) and iβ

s (k) are two-phase current static coordinate system compo-
nents, and voltage vα

s (k) and vs(k)β are two-phase static coordinate system components.
Since there are two cost functions, the combination requires a cost weight λ to deter-

mine the impact component of the two cost functions :

k = ∆iio(k + 1) + λ∆Qin(k + 1) (14)

Figure 2. FCS−MPC control flow.
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Based on this, the IMC is modeled using a power device, namely the Simulink power
system (SPS) library, in Matlab R2022b Simulink. The offline simulation results are shown
in Figure 3. In order to evaluate the results of instantaneous reactive power minimization,
the system does not consider reactive power tracking before t = 0.1 s, i.e., the cost weight of
the reactive power is 0, and the weighting is equal to 1 after t = 0.1 s. Figure 3a,b shows
the output current, ioA, and output voltage, uoA, of phase A; Figure 3c,d shows the input
current, iAs, and input voltage, uAi, of phase A; and Figure 3e shows the DC bus voltage.
Only the output current is tracked; thus, the reactive power is in an oscillating state, and
after 0.1 s, the instantaneous reactive power is almost zero.

Figure 3. SPS offline simulation: (a) output phase A current, (b) output phase A voltage, (c) input
phase A current, (d) input phase A voltage, (e) DC bus voltage.

3. Decoupled Modeling Analysis
3.1. Latency-Free Decoupling Approach

For conventional decoupling, the inductance and capacitance are transformed into
state-space equations, which are solved using forward Euler or backward Euler approxi-
mations, and various subsystems are established with sequential execution relationships
between the systems. Conversely, latency-free decoupling involves splitting the systems
into subsystems that are executed in parallel on the basis of the forward Euler approxima-
tion to improve the simulation speed.

The use of latency-free decoupling with multiple subsystems, where each subsystem
does not have a beat delay and does not lose precision, can effectively reduce the matrix
dimension and reduce the computation amount. Additionally, as shown in Figure 4a, after
including latency-free decoupling in the operation process, the two subsystems are used in
parallel operation and the system waiting time is determined by the two subsystems in the
single largest subsystem simulation time step; meanwhile, for the conventional delayed
decoupling method shown in Figure 4b, the subsystem I I execution can only be started
after the completion of subsystem I execution. This leads to the overall system simulation
time being equal to the sum of the two subsystems’ simulation time steps. It can clearly be
seen that latency-free decoupling can effectively reduce the simulation time steps.
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Figure 4. System execution: (a) parallel decoupling, (b) serial decoupling.

As shown in Figure 5—the latency-free decoupling schematic—assuming that the
entire large system has parallel capacitance and series inductance as a result of the division
into three subsystems, where Subsystems A and B are connected through the capacitance
between Subsystems B and C which are connected through inductance, at this time, the
relationship between the voltage and the current at the two ends of the capacitance and the
forward Eulerian discretization of the formula are described as follows:

C
dVC
dt

= i1 + i2 (15)

Vk+1
C = Vk

C +
h
C
(ik

1 + ik
2) (16)

in which k + 1 represents the current moment of the simulation, k indicates the previ-
ous simulation moment, h represents the simulation step size, ik

1 is the output current
of the last moment of Subsystem A and ik

2 is the output current of the last moment of
Subsystem B.Similarly, by the forward Eulerian decoupling of the inductor, one can derive
the voltage–current relationship for splitting its two terminals at the inductor, which is
equivalent to the current source at the inductor. This discretization equation is as follows:

L
diL
dt

= V2 − V3 (17)

ik+1
L = ik

L +
h
L
(Vk

2 − Vk
3 ) (18)

In this case, for each subsystem, only the variables Vk+1
C and ik+1

L need to be updated;
the updated variables are obtained from the respective last simulation moment K, thus
realizing their non-interference at moment k + 1. Not all inductors and capacitors are
suitable for latency-free decoupling, and the remaining inductors and capacitors need to be
processed in order to reduce the computation amount. In addition to the capacitance and
inductance of latency-free decoupling, the remaining inductance and capacitance can be
replaced by a linearized model and then introduced in the differential form of the equation
of state.

ik
c = C

Vk
c − Vk−1

C
h

(19)

where h is the time interval, simplified as follows:

ik
c = GCVk

c + ik−1
s (20)

GC =
C
h

(21)
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Figure 5. Latency−free decoupling method: (a) before decoupling, (b) after decoupling.

The same can be done for the inductor:

Vk
L = L

ik
L − ik−1

L
h

(22)

which results in the simplified
ik
L = GLVk

L + ik−1
s (23)

GL =
h
L

c (24)

The equivalent circuit is shown in Figure 6, where the GCGL value remains constant
across transient calculations and only the equivalent current source ik−1

s changes. For the
IMC circuit, all the remaining capacitive inductance is replaced by the equivalent circuit
in Figure 6, where the current source is in parallel with the conductance G, constituting a
purely resistive network.

Figure 6. Capacitor−inductor equivalent replacement.

3.2. Switch Status Update

In the modeling process, the update rule of the switch state directly determines
whether the switch state is accurate or not. Taking an IMC as an example, in this paper,
specific judgment conditions are presented for the switch state of the two switch types,
alongside an IGBT with an anti-parallel diode and a double-series anti-parallel diode
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IGBT, as shown in Figure 7. As both are active switching devices, the switching state
update should be determined by the voltage v at the terminals and the current i flowing
through it, in addition to the extra external control signal g. Therefore, for an IGBT with an
anti-parallel diode:

Sk+1 = Sk(ik > 0) + S̄k(vk < 0) + gk+1 (25)

As for the double series anti-parallel diode IGBT, since it is determined by two control
signals g, without considering the dead time, the two control signals can be considered the
same due to the opposite direction of the series connection of the two switches. This results
in the two having the same signal, and the values of the current ik and voltage vk can be
considered as being the same. Therefore, it can be assumed that the switching state update
is equal to the external control signal, g, as follows:

Sk+1 = gk+1 (26)

Figure 7. IGBT switching state judgment.

3.3. Modeling Analysis Steps

The steps of the modeling approach incorporating latency-free decoupling are shown
in Figure 8 and described as follows:

(1) The circuit is first split using latency-free decoupling at the selected shunt inductor and
series capacitor after forward Eulerian discretization to obtain the correlation variables
Yk+1, i.e., the capacitance voltage and the inductance current, at the decoupling.

(2) The passive elements in the remaining circuit are then discretized and equated to a
Norton-equivalent circuit, and then the state space equations are written according to
Kirchhoff’s voltage–current law.

(3) Then, according to the switch update rule, the switch update state is determined via
the control signal, switch current, and voltage, and combined with the correlation
variable Yk+1 in step (1). Each subsystem input Bk is then reconstructed.

(4) The state equations for each subsystem are computed in parallel, and the next step-
length vector Xk+1 is output.
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Figure 8. Latency-free decoupled modeling process.

3.4. IMC Decoupled Modeling

For a three-phase symmetrical circuit, in the process of latency-free decoupling, re-
gardless of whether it is inductive decoupling or capacitive decoupling, decoupling is not a
general one-port network and it is necessary to introduce a neutral point n for decoupling.
Figure 9 shows the various subsystem parts of the IMC circuit after latency-free decoupling,
which can be classified as a power system, a rectifier system, an inverter system, and a load
system. The decoupling between the power system and the rectifier–inverter system at
the three-phase filter capacitor requires the introduction of a neutral point Nc, as shown in
Figure 9a,b. According to Kirchhoff’s voltage and current theorems, the neutral point Nc
potential can be derived as follows:

UNC = uA + R f × ias + L f
dias

dt
+ uai (27)

UNC = uB + R f × ibs + L f
dibs
dt

+ ubi (28)

UNC = uC + R f × ics + L f
dics

dt
+ uci (29)

ias + ibs+ics = 0 (30)

At this point, it can be concluded from the symmetry of the three symmetrical power
supplies that the voltages add up to 0. If

uA + uB + uC = 0 (31)
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and uii = C diii
dt , it follows that UNC = 0.

Similarly, as shown in Figure 9c,d, the three-phase load in the three-phase symmetrical
inductance decoupling, according to Kirchhoff’s voltage–current theorem, can be derived
from the load end decoupling neutral point, NL, potential.

UNL =
1
3
(uaN + ubN + ucN) (32)

Figure 9. IMC decoupling: (a) power side, (b) rectifier side, (c) inverter side, (d) load side.

The nodal voltage equation for system a can be written as follows:

u(k+1)
i − i(k+1)

is R f − (i(k+1)
is + i(k+1)

ia )/G = u(k+1)
ii (33)

Equation (26) can be derived from the latency-free decoupling equation:

u(k+1)
ii = uk

ii + h/C(ik
is + ik

ii) (34)

It can be shown that the only variable that needs to be updated is u(k+1)
i , and the

rest of the variables are available from the previous step. Similarly, for systems B and C,
only the switching state variables need to be updated, and the rest of the variables can be
obtained from the previous step. For the loaded system, inductive decoupling is used here
and can be written as follows:

i(k+1)
io = ik

io + h/L(uk
io − uk

Lo) (35)

u(k+1)
Lo = U(k+1)

NL + ik
io × RL (36)

According to the above equation, it can be seen that the various subsystems do
not interfere with each other, and the inputs of each system can be realized at the same
time to realize parallel operation. Thus, the latency-free decoupling model of IMCs has
been established.

4. Experiments
4.1. Experimental Environment

Experiments were conducted on the official Speedgoat real-time simulator from Math-
works, model IO324, with an Intel Core i7 4.2 GHz 4 core CPU supporting multiple I/O
interfaces, and a Xilinx Artix-7 FPGA board.

The overall simulation design is shown in Figure 10, showing that two Speedgoat real-
time simulators are used for real-time simulations, one of which runs the FCS-MPC control
algorithm as a controller in its CPU environment, while the other runs the simulation circuit
as a controlled object. In this simulation, the real-time simulator exchanges information
through an Ethernet connection, and when running in real time, the controlled circuit sends
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the collected current and voltage information to the controller via analogue. The controller
performs the control calculation in real time after receiving the voltage and current signals,
and sends the result to the controlled circuit via digital signals.

Figure 10. System operation.

The specific environment of the experiment is shown in Figure 11, where (1) is the
host computer for operation and control, (2) is the oscilloscope which can observe the
output waveforms in real time, (3) is the Speedgoat 1 simulator, which carries out real-time
simulations of the circuit model in the internal FPGA and (4) is the Speedgoat 2 simulator,
which runs the control algorithm in the CPU environment. The information is extracted
through the analogue and digital boards ((5) and (6)).

Figure 11. Experimental environment.
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4.2. Real-Time Simulation Results

In order to verify the modeling accuracy, we first simulated the model on the FPGA
board using the LDF and serial decoupling methods, with both adopting the same sim-
ulation parameters as SPS, as shown in Table 1. At the same time, in order to verify the
model accuracy, the same control algorithm (FCS-MPC) was adopted, so that the error only
resulted from the method proposed in this paper. The LDF model, serial decoupling model
and Simulink power system (SPS) model are compared, respectively, and the output current
io, input voltage, Vi, and instantaneous reactive power, Qin, are analyzed. At the same
time, in order to verify the effect of instantaneous reactive power tracking of FCS-MPC,
the instantaneous reactive power was not tracked before t = 0.1 s (instantaneous reactive
power tracking started after t = 0.1 s).

As shown in Figure 12a below, the output current io of the load-side A-phase output
of the SPS model and latency-free decoupling model is shown. The average error of the
waveforms of the latency-free decoupling model and the SPS model is 0.01% before 0.1 s,
and the average error is 0.03% after 0.1 s. The results of serial simulation with SPS are
shown in Figure 12b. The average error is 0.01% before 0.1 s, and the average error is 4.5%
after 0.1 s.

Figure 12. io current waveform: (a) SPS-LFD comparison (b) SPS-serial comparison.

The input voltage Vi of phase A of the power supply side for the SPS model and the
latency-free decoupling model is shown in Figure 13a below. The average error of the
waveforms of the latency-free decoupling model and the SPS model is 0.02%. The serial
simulation with SPS is shown in Figure 13b. The average error before 0.1 s is 3.4%, and the
average error after 0.1 s is 2.7%.
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Figure 13. Vi voltage waveform (a) SPS-LFD comparison (b) SPS-serial comparison.

The effects of instantaneous reactive power tracking were also compared, as shown in
Figure 14a. It can be seen that the time-free delayed decoupling model can better simulate
SPS, after starting tracking after 0.1 s, the value is close to 0, while the serial model produces
oscillations near 0. The input and output currents are compared in Figure 14b,c, and it
can be seen that delay decoupling does not produce results close to the results of offline
simulation SPS, regardless of whether the instantaneous power is tracked or not.

Figure 14. Power and output voltage and current waveform. (a) Reactive power waveform,
(b) output voltage waveform, (c) input current waveform.
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4.3. Resource Consumption and Time Step

The resource consumption is outlined in Table 2, where it can be seen that latency-free
decoupling requires more multipliers and registers to realize parallel operation, while serial
operation requires more adders and shift-position operators to carry out the computation.
In general, the total resource consumption of latency-free decoupling is smaller. In terms
of time steps, the minimum delay path determines the minimum number of simulation
steps that can be executed by the system. Latency-free decoupling only requires 153.845 ns,
representing real-time simulation with a step length of less than 200 ns, while serial decou-
pling requires 380.254 ns. It is clear that latency-free decoupling can effectively reduce the
real-time simulation step length.

Table 2. FPGA resource utilization.

Latency-Free Decoupling Serial

Multipliers 34 24
Adders/Subtractors 721 921

Registers 38 31
Total 1-Bit Registers 1104 592

Multiplexers 5971 7308
I/O Bits 954 388

Static shift operators 0 260
Dynamic shift operators 91 97

Time step (minimum delay path) 153.845 ns 380.254 ns

5. Conclusions

In this paper, through the method of latency-free decoupling, an overall circuit is
divided and decoupled at the capacitor and inductor and parallel computation is adopted
in the decoupled circuit. This improves the computation speed, reduces the amount of
computation and effectively reduces the resource utilization of the FPGA in real-time
simulations. The model was verified in the Speedgoat real-time simulator, and at the same
time, to verify the accuracy of the decoupling method, the results of offline simulations and
serial real-time simulations were compared. Through the results of this comparison, it can
be seen that the speed enhancements brought about by latency-free decoupling are not at
the expense of accuracy; on the contrary, compared with serial decoupling, the accuracy is
higher and the error rate is lower.
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