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Abstract: This study proposes a tripartite evolutionary game model to investigate the interactions
among digital platforms, governments, and users to address the negative consequences of data
abuse. The paper identifies that the high tax incentives and low penalties set by the government will
increase the incentive for data abuse by platforms of different sizes, and the government can try to
set up a tax ladder policy for platforms of different sizes and a dynamic penalty amount based on
platform revenue. The study also reveals that user participation in supervision can reduce information
asymmetry, and decrease the cost of government regulation. However, the single constraint of users
is less effective than government regulation or dual user-government regulation. Additionally, the
presence of privacy leakage risks prompts digital platforms to adopt compound engines to implement
data abuse. Hence, the relevant government regulatory policies should consider the efficiency and
cost of data security technology for timely adjustments. This research contributes to understanding
the complex relationships among digital platforms, governments, and users and highlights the need
for appropriate measures to mitigate the negative effects of data abuse.
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1. Introduction

In recent years, the increasing prevalence of data scandals on digital platforms has
brought data abuse and privacy security to the forefront of public attention. Unlike tradi-
tional economic models, digital platforms are characterized by the collection, processing,
and mining of data through complex algorithms, which results in economic value. The
more data a platform collects, the greater the economic value it can obtain, which enhances
its market power [1]. The availability of data resources significantly influences the forma-
tion of competitive economic structures for platforms. Consequently, data competition [2],
non-monetary transactions [3], and privacy protection have become crucial issues that
affect the market dominance of platforms [4–6]. In this context, some platforms may choose
to abuse data to achieve monopolistic profits. This phenomenon has become increasingly
common and has resulted in several high-profile cases. For instance, in July 2022, the State
Internet Information Office of China imposed a fine of RMB 8.026 billion on Didi Global Inc.,
which was found to have engaged in 16 illegal activities across eight categories. Specifically,
Didi Global Inc. collected users’ face recognition information, precise location information,
and affinity information through illicit means, seriously violating users’ personal infor-
mation rights and interests. This action underscores the importance of data security for
digital enterprises and brings public concerns about data abuse on digital platforms to the
forefront.

Data abuse refers to the unauthorized acquisition and use of personal data by enter-
prises, organizations, or individuals, including but not limited to identity information,
transaction records, and health records, without the explicit consent of users. From the
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perspective of competition law, data abuse can be classified into two categories: exploitative
abuse and exclusive abuse [7]. Exploitative abuse occurs when digital platforms exploit
their platforms to extract consumer benefits in the process of users exchanging data for the
right to use digital services. In practice, consumers have limited choices when it comes to
data sharing and are forced to accept the data equivalents unilaterally set by the platform.
This can lead to excessive collection of personal information and even data-related harm.
On the other hand, exclusionary abuse focuses on the tactics used by digital platforms
to restrict competition by leveraging their data advantage, such as exclusive contracts,
cross-use of data, and refusal to share data. Table 1 outlines the common practices and
main hazards of exploitative and exclusive abuses.

Table 1. The common practices and main hazards of data abuse

Type Practice Main Hazards Example Case

Exploitative Abuse
Big Data Price Discrimination Violation of consumers’ fair

trading rights
The case of Trip.com Group

(2021)

Advertising Abuse Reducing the user’s
experience and comfort

Excessive advertising in
Wechat Moments (2018)

Surveillance Abuse Personal privacy rights are
violated NSO Group’s Pegasus (2021)

Exclusive Abuse
Exclusive Contract Restricting consumer choice

and undermining fairness
“Two choose one” of Meituan

(2021)

Cross-Use of Data Aggravating the coordinated
monopoly of top platforms

Google and Facebook’s
duopoly (2019)

Refusal to Share Data Violating the “essential
facilities” principle

HiQ Labs, Inc. v. LinkedIn
Corp. (2019)

Table 1 illustrates how data abuse by digital platforms has negatively impacted both
consumer rights protection and platform economic development. Exploitative abuses,
such as the case of Trip.com, excessive collection of personal information by the Wechat
Moments, and the Pegasus software spying scandal, violate consumers’ right to fair trade
and personal privacy. Given the prevalence of personal information, including home
addresses, vehicle information, telecommunication information, and courier information,
it is evident that consumers face substantial risks of having their personal data used for
commercial purposes without their consent. However, relevant companies have yet to
provide adequate protection against illegal data extraction and sale. This poses a serious
impediment to the growth of the platform economy, as consumers increasingly seek to
limit their online footprint to mitigate data abuse concerns [8]. In addition, the existence
of exclusionary abuses, exemplified by cases such as the ‘Two choose One’ case and
the Google and Facebook synergistic monopolies, exacerbates data monopolies, inhibits
industry innovation, squeezes the viability of SMEs, jeopardizes fair competition in the
marketplace, and disrupts market order. As a result, governing the data abuse behaviors of
digital platforms has become a critical issue for the development of the platform economy.

Why does data abuse happen? Scholars have undertaken extensive research into the
causes of data abuse and have identified three main factors. Firstly, the profit-seeking nature
of platforms. Since the platform has the characteristics of strong network externality [9],
multi-attribution of users [10], winner-take-all [11], etc., the valorization of the data can
enhance its market power, so the digital platform has the motive to commit data abuse
in pursuit of monopoly profits. Secondly, the government values efficiency over equity.
Usually, the government provides a variety of preferential policies and a relaxed regulatory
environment for platforms to improve their market efficiency. For example, the Chinese
government offers a preferential tax rate of 10% for some platforms [12], which leaves
the door open for platforms to abuse data. Thirdly, users relinquish ownership of their
data. Users enjoy services without being concerned about privacy exposure. On the one
hand, the data collected by the platform improves the user services. On the other hand,
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this data is accessed by third parties in a way that harms users and generates the risk of
user privacy leakage [13,14]. The trade-off between good service and loss of privacy is a
game-theoretic choice of whether users choose to participate in the supervision of data
abuse on platforms. Overall, the abuse of data on digital platforms occurs as a result of a
game of multiple forces.

Moreover, the previous studies has conducted extensive research on the regulation of
data abuse from various perspectives. For instance, Inge Graef [7] suggested that revamping
competition law may be an appropriate mechanism to address data abuse from a legal
framework perspective. However, competition law, which takes an economic approach
based on effects and mainly considers economic efficiency factors, may not take into
account the interests of other stakeholders in the data abuse process. In actual regulatory
practice, other regulatory mechanisms, such as data protection and consumer protection
regulations, must be used and enforced concurrently. From a technological innovation
and standardization research perspective, some scholars, such as Wang et al. [15], have
proposed technical interventions to stop data abuse, including a smart contract token-based
solution to achieve secure dynamic access control for industrial IoT systems. Nonetheless,
technological solutions serve only as auxiliary means of regulation and cannot eliminate the
occurrence of data abuse entirely. In practice, government regulatory mechanisms should
still be the dominant approach. For example, Liu et al. [16] studied the issue of big data
fraud and proposed regulating tax rates and penalties. Increasing the tax rate would inhibit
the expansion of enterprise scale and weaken the motivation of platforms to misuse data.
However, this approach did not consider the privacy risks involved. Overall, while scholars
have made progress in the study of data abuse and its regulation on digital platforms,
existing literature has yet to consider the power dynamics among the government, users,
and platforms. Additionally, little attention has been paid to the relationship between the
role of factors such as the tax rate preferences granted by the government to platforms
and the loss of privacy leakage suffered by users and platforms in both directions in the
tripartite decision.

In fact, digital platforms are based on data and algorithms to provide services to
users [17–19], and users play a pivotal role in platform regulation due to their unique
advantage in accessing platform information, which can effectively reduce information
asymmetry [20]. Users’ participation in platform regulation is a valuable complement
to government regulation, especially in cases of capacity or resource deficiencies. Nev-
ertheless, limited enforcement power for independent and effective regulations poses a
challenge. Therefore, breaking capacity bottlenecks and traditional regulatory fragmenta-
tion and implementing collaborative regulation between government and users represent a
new regulatory paradigm. Essentially speaking, the governance problem of data abuse in
digital platforms can be conceptualized as a tripartite evolutionary game model, which is
dynamic and evolves over time. The assumptions of bounded rationality and the dynamic
evolution of evolutionary game theory align well with the behavior and decision-making
characteristics of all parties involved in data abuse. Therefore, evolutionary games pro-
vide an excellent representation of reality and a robust framework that can well represent
the reality and further explore the regulatory mechanism of data abuse on digital plat-
forms. Based on this, this study conceptualizes the data abuse of digital platforms as
a dynamic process and constructs a tripartite evolutionary game model to examine the
regulatory mechanisms. The study aims to address the following questions: (1) What are
the significant factors that influence a digital platform’s decision to abuse data, such as
the platform’s profits and the government’s tax rate? (2) How can we design effective
regulatory mechanisms to stop platforms from committing data abuse?

The rest of this paper is organized as follows. Section 2 provides a comprehensive
review of the relevant research in this field. In Section 3, the issue is carefully examined
and an evolutionary game model is constructed accordingly. The analytical results for the
evolutionarily stable strategiesESSs in the evolutionary game are presented in Section 4.
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Section 5 provides a numerical simulation, and conclusions and managerial implications
are given in Section 6.

2. Literature Review

With the booming platform economy, the governance of digital platforms has become
a top priority for policymakers, regulators, and competition authorities around the world.
The vast literature on digital platform governance explores issues such as merger and
acquisition, pricing [5,20], collusion [21], and the abuse of market dominance [22]. This
study focuses on the governance of data abuse in digital platforms, referring to the harmful
effects that can arise from the excessive collection or use of user data. In the platform
economy, it is manifested as excessive collection of user data [23,24], refusal to share data,
use of data advantages to achieve self-preferential treatment, forced free-riding, big data
discrimination pricing [16], the abuse of market leverage, etc. Instead of analyzing the
specific harm of each form of data abuse, this paper employs evolutionary game theory to
explore key factors that influence the decision making of governments, platforms, and users
in different data use scenarios. Additionally, it examines the mechanisms that governments
and users can employ to prohibit platforms from data abuse. The relevant literature
includes three aspects: research on the motivation for data abuse by platforms, research on
the regulation of data abuse by platforms, and research on evolutionary game model.

2.1. Research on the Motivation for Data Abuse by Platforms

The research on the motivation behind why digital platforms choose to abuse data
is fragmented, as scholars often focus on single factors or subjects. There is currently no
systematic research framework in place. Therefore, this paper aims to combine relevant
literature to identify the relevant motives that scholars have discussed. These motives can
be broadly categorized into two groups: direct factors and indirect factors. One of the direct
factors is data-based revenue, as data is considered an indispensable factor of production
in the platform economy [25]. It directly contributes to economic growth and enhances the
efficiency of social production in enterprises [1]. So, the digital platform has the appeal
of data valorization. However, enterprises are inherently profit-seeking, and in order to
capture more value, a few platforms that have strong market power choose to abuse data
to maximize their revenue [22]. On the other hand, indirect factors, such as government
policy and user behavior, also influence the data use strategies of platforms. Government
policies, such as tax rates and penalties, can indirectly influence their data use strategies by
affecting the platform’s profits. [16,26] argued that charging different tax rates on access
revenue and data use revenue will reduce platforms’ incentives to over-collect personal
data. Liu, W. et al. [16] considered that high fines reduce the profitability of the platform by
reducing the revenue from a breach and thereby stopping the platform companies from
carrying out data abuse. Similarly, the user’s privacy exposure [8] affects the platform’s
ultimate data usage strategy by influencing the amount of data available to the platform.
Bourreau, M. et al. [27] believed that the data provided to the platform by users during
their consumption on the platform is used to optimize business and increase market power.
Once users reduce consumption or falsify consumption data, this will reduce the revenue
that the platform obtains from the data, and thus, reduce the incentive for the platform to
carry out data abuse.

2.2. Research on the Regulation of Data Abuse by Platforms

There are many regulatory studies on data abuse on digital platforms, and a variety
of regulatory paths been have proposed. They can be mainly divided into two categories:
platform technical interventions and government policy interventions.

On the technical front, scholars have proposed a range of measures to regulate data
abuse. Some examples include differential privacy protection technology [28], which
effectively safeguards user privacy on digital platforms; blockchain encryption technol-
ogy [29–31], which encrypts and protects data from malicious access and exploitation; and,
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machine learning algorithms-based attacker detection methods [32], which identify issues
in data collection, storage, processing, and sharing. On the government front, policymakers
can adopt several measures to curb data abuse. For instance, Liu, W. et al. [16] proposed
to regulate tax rates, which would discourage firms from expanding and thus weaken
the incentive for platforms to abuse data. However, the tax system in many countries is
still highly controversial. This path may not be a feasible solution. Another proposed
approach, suggested by Grewal, R. et al. [33], is to regulate the amount of fines and urged
the government to exercise the administrative punishment functions, but the standard of
fines is still inconclusive, as evidenced by the current penalty strategy in China, which
follows a “one case one meeting” approach. Shi, T. et al. [34] believed that data privacy
policies can be adjusted and that strict privacy protection policies will increase the cost
of violations for data abuse of digital platforms, but discourage innovation. Obviously,
there are multiple trade-offs in the process of platform economic development [35]. The
above research affirms the leading role of the government in supervision, but does not
take into account the conflicting interests between the government, the platform and users.
There is a certain power game among the three parties, and the design of the supervision
mechanism also needs to focus on the game relationship between the three. Overall, a
more comprehensive and nuanced approach is needed to effectively regulate data abuse
on digital platforms, which takes into account the interests of all parties involved and
considers the potential unintended consequences of various regulatory paths.

2.3. Research on Evolutionary Game Theory

Evolutionary game theory is a tool utilized in the study of interactions between
animals, humans, and other organisms with regards to their behavioral strategies [36].
Common forms are bipartite evolutionary game models [37,38], tripartite evolutionary
game models [39,40], etc. In such games, the choices made by one organism can notably
affect the actions of others, ultimately leading to varying levels of success or failure in terms
of individual survival and reproductive outcomes within a population. Therefore, the
evolutionary game method [37,39,40], which focuses on the evolutionary process and stable
state of the population, can help to study the cooperation [41], competition [42,43] and
regulation [44–46] in social and commercial decision making. Concerned that the problem
of data abuse involves a game between the government, platforms and users, which form
a limited and large group, the evolutionary game approach can be used to explore the
regulatory mechanism to stop data abuse on digital platforms.

In summary, scholars have made some achievements in research on data abuse and
its regulation of digital platforms. However, the existing literature contains more research
from unilateral or two parties while less consideration is given to the three-party power
game between the government, users, and the platform. Meanwhile, no attention is paid to
the relationship between the role of factors such as the tax benefits given by the government
to the platforms and the loss of privacy leakage suffered by users and platforms in the
decision-making of the three parties; therefore, the current available research lacks a
systematic and dynamic research approach.

3. Methodology

This study focus on the design of supervision mechanisms for preventing digital
platforms from abusing data, and considers the data-based role relationship between
platforms, governments, and users.

3.1. Evolutionary Game

Evolutionary game is a game model that describes the long-term adaptation and
evolution of game participants. Based on the interaction and selection among game
participants, the model simulates the long-term evolution among them through a series
of evolutionary rules and strategies. Evolutionary game theory assumes that there is
a group of n independent individuals d = {d1, d2, . . . , dn} playing against each other.
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All players use pure strategies, and the set of pure strategies that players can choose is
S = {s|s = 1, 2, . . . , k}. At some point t, the proportion of individuals in the group choosing
various strategies is X = {x1, x2, . . . , xk}. The set of individuals who choose a particular
strategy is called as an aggregate, and U = (s = k) denotes the overall return when strategy
k is chosen, then the average return of the whole group is expressed as Equation (1),

U =
k

∑
i=1

xi ×U(s = i). (1)

According to evolution theory, the population size of a group will change over time t,
and the proportion of individuals choosing each strategy x will also change accordingly.
The rate of change in the number of individuals in the population is called the replicator
dynamics (F(xk)), which can be calculated as Equation (2). The variable kx represents the
probability that an individual initially adopts strategy k. U(i = k) denotes the expected
payoff for an individual who chooses strategy k, which is the average value. The stable
state of population evolution is represented by the replication dynamic equation equaling
zero; that is, the replication rate is zero. Different stable states of the equation have
varying degrees of robustness. A stable point in the convergence state is referred to as an
Evolutionary Stable Strategy (ESS) [42,47].

F(xk) =
dxk
dt

= xk[U(i = k)−U(i = k)]. (2)

Evolutionary game theory is based on the principles of neighborhood interaction
and adaptability, where the behavior of an individual or group is influenced by others in
their surroundings and they adapt their strategy choices accordingly. This theory is highly
suitable for studying conflicts that arise in the process of data use among digital platforms,
governments, and users, as their actions are mutually influenced and dynamically evolved.
The model provides a mathematical framework to analyze the behavior of this complex
system, especially in revealing the long-term decision-making mechanisms of limited
rationality stakeholders in the dynamic game process of data abuse.

3.2. Basic Assumptions

Digital platforms serve as intermediaries between users and sellers, where users
provide data to the platform while utilizing its services, such as purchasing, comment-
ing, or clicking on ads. This data is used by platforms to improve services, personalize
recommendations and provide targeted advertising. Governments play a critical role in
regulating digital platforms, ensuring fair competition, protecting user privacy, and en-
forcing legal standards for data collection and usage. They tax platforms and investigate
or penalize those that violate the legal standards. As ultimate data providers, users have
the right to choose the platforms they use, the data they provide, and the products or
services they purchase. However, users face risks such as data breaches, identity theft,
and exposure to harmful content. Therefore, they rely on platforms and governments to
protect their interests and assert their rights. The logical relationships between the play-
ers are shown in Figure 1. The dynamic and complex relationship between platforms,
governments, and users requires analysis through a suitable mathematical model that
captures the interactions between participants seeking to maximize their interests while
minimizing costs and risks.
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Figure 1. The logical relationship between the players of the tripartite evolutionary game.

The study explores the issue of data abuse in the virtual realm of the network, which
implicates the interests of three parties: the platform, the government, and users. In view
of the distinctive objectives and perspectives of these three stakeholders, there is a natural
tendency for each party to engage in adaptive learning behavior. Specifically, in the real-
world scenarios, the platforms exhibit a profit-oriented mindset and may potentially resort
to data abuse as a means to maximize their earnings. On the other hand, the government
needs to invest significant human and material resources to monitor and control the use
of data, and their ultimate goal is to promote regulatory efficiency, which comes at a cost.
Users, in turn, may not perceive the negative consequences of privacy violations but instead
prioritize the quality of services and the personal benefits derived from the use of platforms.
Given the differences in the objectives of the three parties and the resulting information
asymmetry among them, we formulate the following hypotheses based on our analysis.

Hypothesis 1. The players of the game and their strategies. The players of the game
are the governments, the digital platforms, and the users, all of which employ bounded
rationality. With reference to the setup of Liu et al. [16], the parties’ decisions are
independent and made under asymmetric information; that is, in the current game process,
the players cannot grasp the strategic information of the other player and are affected
by the results of the previous game. The government’s space of choices of strategy, with
corresponding probabilities, is S1 = {Supervise x, Not supervise 1− x}. The decision space
of the platform’s strategies, with the corresponding probabilities, is S2 = {Abuse data y, Not
abuse data 1− y}. The user’s strategy space, with the corresponding probabilities, is S3 =
{Participate in supervision z, Not participate in supervision 1− z}. Moreover, we assume
that x, y, z ∈ [0, 1].

Hypothesis 2. Benefit and cost structure of the government. The government’s
supervisory actions incur costs Cg, such as the cost of information in the process of collecting
evidence and the cost of human and material resources in the process of enforcement.
Simultaneously, regulation can also bring the government an income F from fines, and
certain social benefits K, such as an increase in the government’s credibility, the maintenance
of market order, etc. However, it should be noted that the government has an incentive
to regulate only when the benefits of regulation are greater than the costs. And when the
government does not supervise the data abuse of the platforms, resulting in there being
no way to appeal for users who actively participate in supervision, the government will
have a certain loss of reputation Cn, which is manifested as a poor relationship between the
government and the public and a worsening of the government’s image, etc.

Hypothesis 3. Benefit and cost structure of digital platforms. The motivation for
digital platforms to abuse data is to gain more revenue R2, which can help it expand its
data advantage and improve its operational efficiency and market position [48]. At the
same time, the platform also needs to pay additional technical processing costs Cp and bear
some risk of privacy breach Lp. It is known from practice that the revenue R2 obtained by
digital platforms when they abuse data to carry out business activities is greater than the
revenue R1 obtained by their compliant use of data, and at the time when the government
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intervenes to regulate them, they need to pay a fine F and pay a compensation s demanded
by users. In addition, according to van Hoboken & Fathaigh [24], there is the risk of privacy
leakage in the process of data collection and application by digital platforms. The risk of
privacy leakage when the platform chooses to abuse data α is greater than the risk when
the enterprise does not abuse data β, and if privacy leakage occurs, it will cause bilateral
loss to the enterprise and the user.

Hypothesis 4. Benefit and cost structure of users. When the platform carries out data
abuse, the user’s utility is compromised, changing from U2 to U1. Referring to Cloarec [13],
we consider that in the context of supervision, users need to pay the information cost
Cu for collecting relevant evidence, while gaining supervision benefits A, such as moral
satisfaction and reputation enhancement, etc. Some government-oriented user monitoring
behavior (such as reporting, complaints, etc.) will gain government incentives H once data
abuse of digital platforms is effectively reported; platform-oriented monitoring behavior
(such as bad reviews, refusal to provide data, providing false data, etc.) is made possible
by refusing to provide a portion of the data e to the platform, resulting in the platform
suffering some loss of revenue based on the data. If users do not participate in supervision,
the platform will have no data-based revenue loss.

Hypothesis 5. The characteristics of the decision makers. The decision makers of the
government, platforms and users in the model are risk-neutral and constitute a limited
but large population, and their goals are to maximize their own benefits. In addition, the
decision makers are incompletely rational, and no cooperative relationship between the
parties is fixed for a long time. There is a learning mechanism in the whole process of the
game, and the players can adjust their strategies according to their past experience in the
game to obtain the maximum degree of adaptation in the game.

The symbols used in the model are shown in Table 2.

Table 2. Parameters of the tripartite evolutionary game between a government, digital platforms
and users.

Symbol Notation

x Probability of supervision by government
y Probability of platforms abuse data
z Probability of users participate in supervision

R1 Revenue when platforms abuse data
R2 Revenue when platforms do not abuse data
s Percentage of users claiming compensation when platforms abuse data
r Tax rate of the platform

Cp Cost of technology when platforms abuse data
α Risk of privacy breaches when platforms abuse data
β Risk of privacy breaches when platforms do not abuse data

Lp Loss of platform in case of privacy breach
U1 Utility of users when platforms abuse data
U2 Utility of users when platforms do not abuse data
Cu Information costs when users participate in supervision
e Probability of users refusing to provide data
H Rewards to the government when users participate in supervision
A Benefits of self-efficacy for users participate in supervision
Cg Cost of the government’s supervision
F Penalty for platforms abusing data
K Social benefits of government’s supervision
Cn Loss of reputation of government when users participate in supervision
Lu Loss of users in case of privacy breach

3.3. Payoff Matrix

Based on the above assumptions and parameter settings, the payoff matrix for each
player when the platform abuses data is shown in Table 3, whereas Table 4 depicts the
situation when the platform refrains from such behavior.
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Table 3. Payoff matrix for both players when digital platforms abuse data.

Governments
Supervise x Not Supervise 1 − x

Users

PS (z)
(1− e)rR1 − Cg + F + K− H (1− e)rR1 − Cn
(1− r)R1 − Cp − F− αLp (1− e)(1− r)R1 − CP − αLp

U1 +−αLu U1 + A− Cu − αLu

NPS (1− z)
rR1 − Cg + F + K rR1

(1− r)R1 − Cp − F− αLp (1− r)R1 − Cp − αLp
U1 − αLu U1 − αLu

Note: The PS refers to “Participate in supervision”. The NPS refers to “Not participate in supervision”.

Table 4. Payoff matrix for both players when digital platforms don’t abuse data.

Governments
Supervise x Not Supervise 1 − x

Users

PS (z)
(1− e)rR2 − Cg + K− H (1− e)rR2
(1− e)(1− r)R2 − βLp (1− e)(1− r)R2 − βLp

U2 + A− Cu − βLu + H U2 + A− Cu − βLu

NPS (1− z)
rR2 − Cg + K rR2

(1− r)R2 − βLp (1− r)R2 − βLp
U2 − βLu U2 − βLu

Note: The PS refers to “Participate in supervision”. The NPS refers to “Not participate in supervision”.

4. Analysis of the Evolutionary Stability Strategy
4.1. Evolutionary Stability Strategies of the Government

According to assumptions 1–5 and Tables 3 and 4, the expected return Ex for the
government from choosing the “Supervise” strategy, the expected return E1−x for the “Not
supervise” strategy, and the average expected return Eg in the game are:

E1−x = yz[(1− e)rR1 − Cn] + y(1− z)rR1 + (1− y)z(1− e)rR2 + (1− y)(1− z)rR2, (3)

Ex = yz[(1− e)rR1 − Cg + F + K− H] + y(1− z)[(1− e)rR1 − Cg + F + K]

+ (1− y)z[(1− e)rR2 − Cg + K− H] + (1− y)(1− z)(rR2 − Cg + K),
(4)

Eg = xEx + (1− x)E1−x. (5)

The equations for the replication dynamics of the government are obtained according
to the Malthusian equation as follows:

F(x) = x(Ex − Eg) = x(1− x)(K− Cg + yF + yzCn − yzH), (6)

differentiating with respect to x yields

d(F(x))
dx

= (1− 2x)(K− Cg + yF + yzCn − yzH). (7)

Based on the stability theorem, x is an Evolutionarily Stable Strategy (ESS) when
F(x) = 0 and d(F(x))

dx ≤ 0. Letting F(x) = 0, we get x = 0, x = 1 or y =
Cg−K

F+z(Cn−H)
= y∗,

and we can see that when y = y∗, for any x we have F(x) = 0 and d(F(x))
dx = 0. Any strategy

of the government is a stable strategy. When y < y∗, d(F(x))
dx |x=0 < 0, d(F(x))

dx |x=1 > 0, and
so x = 0 is the ESS of the government. Conversely, when y > y∗, x = 1 is the ESS.

Based on the above analysis, a phase diagram can be constructed to depict the dynamic
change process of the government’s strategy, as shown in Figure 2. In the figure, y =

Cg−K
F+z(Cn−H)

= y∗ forms a surface on which any strategy chosen by the government is
stable, while we can see that the surface divides the cubic space into two regions V1 and
V2. In region V1, the government’s strategy will be stable in the “Supervise” strategy,
while in region V2, the government’s strategy is stable in the “Not supervise” strategy.
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Analysis shows that government regulatory strategy is effective based on fines F and
user participation z, but negatively affected by regulatory costs Cg and user incentives
H. Current fines for platform enterprises are ineffective due to their high market value.
Regulations should be revised to align fines with turnover and revenue, and innovative
technology and user incentives should be used to reduce costs and increase participation.

Figure 2. The dynamic evolution of the government’s strategic choices.

4.2. Evolutionary Stability Strategies of Digital Platforms

The expected benefit Ey for the digital platform from choosing the “Abuse data”
strategy, the expected benefit E1−y for the “Not abuse data” strategy, and the average
expected benefit Ep in the game are:

Ey = xz[(1− e)(1− r)R1 − Cp − F− αLp − s] + (1− x)z[(1− e)(1− r)R1 − CP − αLp − s]

+ x(1− z)[(1− r)R1 − CP − F− αLp] + (1− x)(1− z)[(1− r)R1 − CP − αLp],
(8)

E1−y = xz[(1− e)(1− r)R2 − βLp] + (1− x)z[(1− e)(1− r)R2 − βLp]

+ x(1− z)[(1− r)R2 − βLp] + (1− x)(1− z)[(1− r)R2 − βLp],
(9)

Ep = yEy + (1− y)E1−y. (10)

Then the following gives the dynamic equation of the digital platform:

F(y) = y(Ey − Ep) = y(y− 1)[Cp − (1− ez)(1− r)(R1 − R2) + (α− β)Lp + xF + zs] (11)

taking the derivative with respect to y gives

d(F(y))
dy

= (2y− 1)[Cp − (1− ez)(1− r)(R1 − R2) + (α− β)Lp + xF + zs]. (12)

Putting F(y) = 0 so as to get y = 0, y = 1 or x = x∗ = −Cp+(α−β)Lp+(1−ez)(1−r)(R2−R1)+sz
F ,

we can see that when x = x∗, for any y we have F(y) = 0 and d(F(y))
dy = 0, so any strategy

of the digital platform is a stable strategy. When x > x∗, d(F(y))
dy |y=0 < 0, d(F(y))

dy |y=1 > 0,
and so y = 0 is ESS. Conversely, when x < x∗, y = 1 is ESS.

Based on the above analysis, we can draw a phase diagram to illustrate the dynamic
change process of the digital platforms’ strategies, as shown in Figure 3. In the figure,

x = x∗ = −Cp+(α−β)Lp+(1−ez)(1−r)(R2−R1)+sz
F forms a surface on which any strategy chosen

by the platform is stable, while we can see that the surface divides the cubic space into
two regions V3 and V4. In region V3, the platforms’ strategy will be stable in the “Abuse
data” strategy, while in region V4, the government’s strategy is stable in the “Not abuse
data” strategy. It can be deduced that the possibility of platforms abusing data is positively
correlated with the probability of user claims s and fines F, while being negatively correlated
with the profit margin the platform gains from such abuse (1− r)(R2−R1) and the resulting
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loss of privacy (α − β)Lp. Therefore, it is imperative to increase the cost of data abuse
by either raising user awareness about the importance of privacy and data protection,
empowering them to safeguard their rights. Alternatively, the government may levy
targeted data taxes aimed at reducing platform companies’ profits derived from personal
data abuse. However, there is a tendency for platform companies to invest more in data
security technologies to commit more insidious data abuses.

Figure 3. The dynamic evolution of digital platforms’ strategic choices.

4.3. Evolutionary Stability Strategies of Users

The expected payoff Ez for users who choose the “Participate in supervision” strategy,
the expected payoff E1−z for users who choose the “Not participate in supervision” strategy
and the average expected payoff Eu in the game are:

Ez = xy(U1 + A− Cu − αLu + H + s) + (1− x)y(U1 + A− Cu − αLu + s)

+ x(1− y)(U2 + A− Cu − βLu) + (1− x)(1− y)(U2 + A− Cu − βLu),
(13)

E1−z = xy(U1 − αLu) + (1− x)y(U1 − αLu) + x(1− y)(U2 − βLu)

+ (1− x)(1− y)(U2 − βLu),
(14)

Eu = zEz + (1− z)E1−z. (15)

The following gives the user’s dynamic equation:

F(z) = z(Ez − Eu) = z(1− z)(A− Cu + xyH + ys), (16)

taking the derivative with respect to z, we get

d(F(z))
dz

= (1− 2z)(A− Cu + xyH + ys). (17)

Supposing F(z) = 0 so as to get z = 0, z = 1 or y = y∗ = Cu−A
xH+s , it can be seen

that when y = y∗, for any z with F(z) = 0 and d(F(z))
dz = 0, any strategy of the users is a

stable strategy. When y < y∗, d(F(z))
dz |z=0 < 0, d(F(z))

dz |z=1 > 0, and so z = 0 is ESS. In the
remaining case, when y > y∗, z = 1 is ESS.

Based on the above analysis, we can draw a phase diagram to illustrate the dynamic
change process of the users’ strategies, as shown in Figure 4.
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Figure 4. The dynamic evolution of users’ strategic choices.

In the figure, y = y∗ = Cu−A
xH+s forms a surface on which any strategy chosen by the

government is stable, while we can see that the surface divides the cubic space into two
regions V5 and V6. In region V5, the users’ strategy will be stable in the “Participate in
supervision” strategy, while in region V6, the users’ strategy is stable in the “Not partici-
pate in supervision” strategy. Our analysis reveals that users’ likelihood of participating
in supervision is positively associated with government incentives H, compensation s,
government’s regulation x, and self-satisfaction A, but negatively related to information
costs Cu. Users consider the benefits of supervision before deciding to participate and
are more likely to participate when government regulation is more prevalent. Therefore,
the government should play a mandatory and guiding role in regulation to effectively
stimulate users’ enthusiasm for participating in supervision.

4.4. Tripartite ESS Analysis

Assembling the equations of Equations (6), (11) and (16), the replication dynamic
system of the government, digital platforms and users is obtained. Setting F(x) = F(y) =
F(z) = 0, yields 14 equilibrium points, including 8 pure strategies N1(0, 0, 0), N2(1, 0, 0),
N3(0, 1, 0), N4(0, 0, 1), N5(1, 1, 0), N6(1, 0, 1), N7(0, 1, 1), N8(1, 1, 1) and 6 mixed strategies
(x∗, y∗, z∗). In addition, the stability of the equilibrium point of the replica dynamical
system can be judged according to the Liapunov stability discriminant, which means that
an equilibrium point such that all eigenvalues of the Jacobi matrix are nonpositive is the
ESS of the system. The Jacobi matrix is constructed using Equation (18).

J =


∂F(x)

∂x
∂F(x)

∂y
∂F(x)

∂z
∂F(y)

∂x
∂F(y)

∂y
∂F(y)

∂z
∂F(z)

∂x
∂F(z))

∂y
∂F(z)

∂z


=

(1− 2x)(K− Cg + yF + yzCn − yzH) x(1− x)(F + zCn − zH) (1− x)y(Cn − H)
(y2 − y)F (2y− 1)[Cp − (1− r)(1− ez)(R1 − R2) + (α− β)Lp + xF + zs] (y2 − y)[s + (1− r)e(R1 − R2)]

yz(1− z)H z(1− z)(xH + s) (1− 2z)[A− Cu + y(xH + s)]

.

(18)

The values of the eight pure strategies are put into the Jacobi matrix J to find the
eigenvalues of the Jacobi matrix at the different equilibrium points. As shown in Table 5.

It is evident that numerous parameters and complex relationships influence the evolu-
tionary trends of data abuse and its regulation in digital platforms. Hence, to focus on the
key issues, the study exclusively focuses on the equilibrium point where digital platforms
do not abuse data (y = 0), which is divided into two scenarios, as shown in Table 6.
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Table 5. Eigenvalues of Jacobi matrix with different equilibrium points.

Equilibrium Points Eigenvalues

N1(0, 0, 0)
λ1

1 = A− Cu
λ2

1 = K− Cg
λ3

1 = (1− r)∆R− Cp − θLp

N2(1, 0, 0)
λ1

2 = A− Cu
λ2

2 = Cg − K
λ3

2 = (1− r)∆R− Cp − θLp − F

N3(0, 1, 0)
λ1

3 = A− Cu + s
λ2

3 = F + K− Cg
λ3

3 = Cp − (1− r)∆R + θLp

N4(0, 0, 1)
λ1

4 = Cu − A
λ2

4 = K− Cg
λ3

4 = (1− r)(1− e)∆R− Cp − θLp − s

N5(1, 1, 0)
λ1

5 = A− Cu + H + s
λ2

5 = Cg − F− K
λ3

5 = Cp + θLp + F− (1− r)∆R

N6(1, 0, 1)
λ1

6 = Cu − A
λ2

6 = Cg − K
λ3

6 = (1− r)(1− e)∆R− Cp − θLp − s− F

N7(0, 1, 1)
λ1

7 = Cu − A− s
λ2

7 = Cn − Cg + F + K− H
λ3

7 = Cp + θLp + s− (1− r)(1− e)∆R

N8(1, 1, 1)
λ1

8 = Cu − A− s− H
λ2

8 = Cg − Cn − F− K + H
λ3

8 = Cp + θLp + s + F− (1− r)(1− e)∆R
(x∗, y∗, z∗) Saddle Point

(i) ∆R = R1 − R2, ∆R > 0, θ = α− β, θ > 0; (ii) Evolutionary stable strategies (ESS) appear only in pure
strategies [47], so mixed strategies (x∗, y∗, z∗) are excluded first.

Table 6. Determination of stable equilibrium point.

Scenario ESSs Required Conditions

Government has no regulatory motivation

N1(0, 0, 0) is the only ESS
A < Cu
K < Cg

∆R <
Cp+θLp

1−r

N1(0, 0, 1) is the only ESS
A > Cu
K < Cg

∆R <
F+Cp+θLp

1−r

Government has regulatory motivation

N1(1, 0, 0) is the only ESS
A < Cu
K > Cg

∆R <
Cp+θLp+s
(1−r)(1−e)

N1(1, 0, 1) is the only ESS
A > Cu
K > Cg

∆R <
F+Cp+θLp+s
(1−r)(1−e)

(i) ∆R = R1 − R2, ∆R > 0, θ = α− β, θ > 0; (ii) Evolutionary stable strategies (ESS) appear only in pure
strategies [47], so mixed strategies (x∗, y∗, z∗) are excluded first.

Based on the above analysis, Propositions 1 to 2 can be posited.

Proposition 1. When K < Cg, there exist two possible ESS points, N1(0, 0, 0) and N4(0, 0, 1).

When A < Cu, ∆R <
Cp+θLp
(1−r) , that is, r ∈ [1− Cp+θLp

∆R , 1], and so N1(0, 0, 0) is the only ESS point
where the government does not regulate digital platforms, platforms do not abuse data, and users
do not participate in supervision. When A > Cu, ∆R <

Cp+θLp+s
(1−r)(1−e) and e ∈ [1− Cp+θLp+s

(1−r)∆R , 1],
N4(0, 0, 1) is the only ESS where the government does not supervise digital platforms, platforms do
not abuse data, and users participate in supervision.

Proof. When A < Cu, K < Cg and ∆R <
Cp+θLp
(1−r) , we can get λ2

2 > 0, λ1
4 > 0, λ2

6 > 0,

that is N2(1, 0, 0), N4(0, 0, 1) and N6(1, 0, 1) are not the ESSs, and λ1
1 < 0, λ2

1 < 0, λ3
1 < 0,
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so N1(0, 0, 0) is the only ESS. When A > Cu, K < Cg and ∆R <
Cp+θLp+s
(1−r)(1−e) , we can get

λ1
1 > 0, λ1

2 > 0, λ2
6 > 0, that is N1(0, 0, 0), N2(1, 0, 0) and N6(1, 0, 1) are not the ESSs, and

λ1
4 < 0, λ2

4 < 0, λ3
4 < 0, so N4(0, 0, 1) is the only ESS.

Proposition 1 indicates that when the government has no incentive to supervise (i.e.,
the costs of regulation outweigh the benefits of regulation K < Cg), there are two ways
to prevent data abuse. One is to adjust the tax rate. According to the general principles
of economics, an increase in the tax rate will inhibit enterprises from expanding their
business, and in the case of a high tax rate, if platforms still insist on abusing data, most of
the revenue will be collected by the government. When the costs outweigh the benefits,
platforms often have no incentive to abuse data. For example, France passed a set of digital
services tax (DST) rules in 2019 that imposes a 3% tax on digital platforms with over €25
million in annual taxable income [49]. This approach increases the tax burden on platform
businesses that abuse user data and promotes a fairer distribution of tax responsibilities. It
serves as an example for other governments and regulators to curb data abuse by digital
platforms through tax policies. The other is to rely on leveraging user self-efficacy and
enhancing the perceived value of private data. A “free-rider” condition can be achieved
when the user increases the probability of refusing to provide data to the platform. Under
this stabilization strategy, the government’s optimal decision is not to supervise.

Proposition 2. When K > Cg, there are two possible ESS points, N2(1, 0, 0) and N6(1, 0, 1).

When A < Cu, ∆R <
F+Cp+θLp

1−r , that is, F ∈ [(1 − r)∆R − Cp − θLp, ∞], N2(1, 0, 0) is
the only ESS: the government supervises the digital platforms, platforms do not commit data
abuse, and users do not participate in supervision. When A > Cu, ∆R <

F+Cp+θLp+s
(1−r)(1−e) , that is,

F ∈ [(1− r)(1− e)∆R−Cp− s− θLp, ∞], N6(1, 0, 1) is the only ESS: the government supervises
the digital platforms, platforms do not commit data abuse, and users participate in supervision.

Proof. When A < Cu, K > Cg and ∆R <
F+Cp+θLp

1−r , we can get λ2
1 > 0, λ2

4 > 0, λ1
6 > 0,

that is N1(0, 0, 0), N4(0, 0, 1) and N6(1, 0, 1) are not the ESSs, and λ1
2 < 0, λ2

2 < 0, λ3
3 < 0,

so N2(1, 0, 0) is the only ESS. When A > Cu, K > Cg and ∆R <
F+Cp+θLp+s
(1−r)(1−e) , we can get

λ1
1 > 0, λ1

2 > 0, λ2
4 > 0, that is N1(0, 0, 0), N2(1, 0, 0) and N4(0, 0, 1) are not the ESSs, and

λ1
6 < 0, λ2

6 < 0, λ3
6 < 0, so N6(1, 0, 1) is the only ESS.

Proposition 2 shows that when the government is motivated to supervise (i.e., benefits
of regulation outweigh the the costs of regulation K > Cg), it can maintain the existing tax
rate on the one hand, and can effectively deter digital platform companies from committing
data abuse by increasing the penalty F so that it is greater than the net increase in profits
from the platform’s data abuse and covers the additional loss from a privacy breach. This is
well documented in practice. For example, in the case of Facebook’s abuse of user data, the
U.S. Department of Justice, the Federal Trade Commission and Facebook reached a 20-year
settlement agreement on protecting user privacy, the main elements of which include Face-
book paying a 5 billion dollar fine and accepting further regulation by the Federal Trade
Commission. In addition, the SEC reached an administrative settlement over allegations
that Facebook failed to adequately disclose the risk of user data misuse and required the
company to pay a 100 million dollar fine to the SEC. These penalties serve as a striking
testament to the importance of strict and rigorous oversight, as well as the vital role that
fines play in incentivizing compliance with established best practices in data management.
Proposition 2 further reveals that the difference in ∆R between the stable points of user

participation (1,0,1) and non-participation (1,0,0) is −e(F+Cp+θLp)−s
(1−r)(1−e) < 0 . This implies that,

on one hand, a larger number of users participating in data abuse results in fewer additional
benefits due to negative network externalities, which decreases the platform’s incentive for
data abuse. On the other hand, user participation in supervision can effectively address
information asymmetry and improve the efficiency of government regulation. To imple-
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ment this framework in practice, we suggest creating additional user supervision channels
to lower costs and enhancing users’ privacy awareness to increase their satisfaction with
supervision. This will encourage more active participation in supervision and ultimately
achieve a successful dual regulatory system.

Summarizing Propositions 1 and 2, this study yields two corollaries.

Corollary 1. Both governments and users have measures with which to curb data abuse by digi-
tal platforms.

Whether the government chooses to regulate or not, the government can prevent the abuse
of data by digital platforms through effective policy controls, which can set high penalties in a
regulatory scenario or high tax rates in a non-regulatory scenario. High penalties are a huge
pressure for digital platforms, which can force them to handle user data more cautiously and defend
user privacy. Users can weaken the incentive for digital platforms to abuse data by refusing to
provide data in a supervised context, and increase the incentive to claim to compress the profit
margin of platforms. The backlash from users has forced platform companies to seek more sustainable
business models, reduce their reliance on user data, and thereby reduce instances of data abuse. These
findings can help governments make flexible choices based on how fines are actually implemented,
how easily tax rates are adjusted, and the users’ perceived value of privacy.

Corollary 2. The risk of privacy breaches gives digital platforms a recurring incentive to abuse data.
With the improvement of data security technology, there is a possibility of recurrence of data

abuse by digital platforms. Because of the existence of the risk of privacy leakage, platform companies
can commit data abuse if they increase their investment in privacy protection so as to reduce the
risk of an additional privacy leakage of the platform. At this point, it is necessary to weigh the
relationship between the benefits of data abuse and the investment cost of privacy protection, when
the technology advances to the point that only a small cost is needed to significantly reduce the
privacy leakage risk, and the government tax rate r and penalty F remain unchanged, the platforms
have an incentive to engage in data abuse again. Companies such as Google, Facebook, and Alibaba
have faced numerous allegations of data abuse. Based on the findings of this study, it is plausible that
they are continuously reducing privacy risks caused by data breaches, evading standard monitoring
methods by users and governments, and resorting to more covert means of carrying out data misuse.
Therefore, relevant government regulatory policies should focus on the efficiency and cost of data
security technologies for timely adjustment, so as to achieve the elimination of repeated violations.

5. Numerical Simulation

In this section, numerical simulation will be used to characterize the evolution path
and analyze the sensitivity of the model, and MATLAB will be used to simulate the changes
of the stability strategy under different scenarios and verify the equilibrium stability
conclusion. In the simulation process, parameter values are based on an analysis of widely
publicized digital platform data abuse penalty cases across several countries, such as the
case where Didi was fined 8 billion RMB [50], Facebook’s violation of GDPR [51], and
TikTok’s violation of the U.S. Children’s Online Privacy Protection Act [52], etc.

Also, the parameters are set according to the following principles: (1) The value gap
between variables is in alignment with reality, such as: (i) Referring to the case of Didi being
punished, as shown in Table 7, the ratio of ∆R to F is about 3.00:0.80 under the government’s
regulation. (ii) Taking China as an example, the corporate income tax rate is 25%, of which
there is a 10% tax rate discount for high-tech enterprises, and so r ∈ [0.15, 0.25]. (iii) The
value added of revenue from the platform’s data abuse is composed of online marketing
technology services, transaction services and merchandise sales, of which merchandise
sales account for about 23%. Referring to the case of “User v. Platform big data killing”,
the user’s claim is “One refund and three compensation”, and the ratio of ∆R to s is
about 3.00 : 0.21. (iv) The technical cost of data abuse by the platform is characterised
by the enterprise’s R&D investment, resulting in the ratio of ∆R to Cp being established
at 3.00 : 0.9. (2) The parameter values in each case follow the propositional constraints
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in Section 3. (3) When the ESS changes, the change of parameter values should be as
small as possible to avoid the emergence of extreme numbers and facilitate the subsequent
parameter sensitivity analysis.

Table 7. The case of Didi being punished.

Item 2021 2020 2019

Revenue 1738.27 1417.36 1547.86
Rate 3.45% 2.78% 0.34%
R&D 94 63 53

Penalty 80.26 - -
Goodwill decrement 28 - -

Data source: Didi IPO files. The unit of revenue, R&D, penalty and goodwill decrement is 100 billion yuan.

Combining the above practical cases and the stability analysis of the equilibrium point,
This study examines four scenarios, each one with its specific setting of the parameters of
the model, as shown in Table 8.

Table 8. Parameter settings for the effect of initial probability on evolutionary results.

Parameters Case 1 Case 2 Case 3 Case 4

A 0.50 0.50 1.00 1.00
Cu 1.00 1.00 0.50 0.50
K 0.80 1.00 0.80 0.80
Cg 1.00 0.80 1.00 0.50
∆R 3.00 3.00 3.00 3.00
θ 0.60 0.10 0.30 0.10

Lp 2.50 2.50 2.50 2.50
F 0.80 0.80 0.80 0.80
e 0.10 0.10 0.10 0.10
s 0.21 0.21 0.21 0.21
r 0.25 0.25 0.25 0.25

Cp 0.90 0.90 0.80 0.90
H 0.10 0.10 0.10 0.10
Cn 0.28 0.28 0.28 0.28

5.1. Effect of Initial Probability on Evolutionary Paths

The results of the stabilization strategies of the government, digital platforms, and
users, under different scenarios with different initial probabilities, x, y, z take the values of
0.2, 0.5, 0.8 respectively, are shown in Figure 5.

We can see the following in Figure 5: (a) When A < Cu, K < Cg and ∆R <
Cp+θLp
(1−r) ,

whatever the initial values of x, y and z, eventually converge to 0. (b) When A < Cu,
K > Cg and ∆R <

F+Cp+θLp
1−r , regardless of the initial values of x, y and z, the values

of x eventually converge to 1, while the values of y, z converge to 0. (c) When A > Cu,
K < Cg and ∆R <

Cp+θLp+s
(1−r)(1−e) , it does not matter what the initial values of x, y and z are, the

values of x and y eventually converge to 0, while the values of z converge to 1. (d) When
A > Cu, ∆R <

F+Cp+θLp+s
(1−r)(1−e) , regardless of the initial values of x, y and z, the values of x and

z eventually converge to 1, while the values of y converge to 0. So, it can be seen that the
initial probability does not affect the subjects’ choices of strategy, but has a significant effect
on the time required to reach equilibrium.

The specific analysis is as follows.
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Figure 5. Evolutionary trends in different scenarios. (a) A < Cu, K < Cg and ∆R <
Cp+θLp

(1−r) ; (b)

A < Cu, K > Cg and ∆R <
F+Cp+θLp

1−r ; (c) A > Cu, K < Cg and ∆R <
Cp+θLp+s
(1−r)(1−e) ; (d) A > Cu,

∆R <
F+Cp+θLp+s
(1−r)(1−e) .

(1) Government. Observing (b) and (d) in Figure 5, we can see that the stronger
the initial willingness of the government to supervise, the shorter it takes to reach the
steady state of “Supervise” (the closer the initial value of x is to 1, the faster it converges
to (1), which is in line with the actual situation. Observing (a) and (c) in Figure 5, the
x curve has a brief process of rising and then falling, mainly because the government
is torn between the regulatory costs and social benefits involved in choices. When the
government does not consider the interests of users, the regulatory costs will decrease in
terms of government reputation cost and the burden of incentivizing user participation in
supervision. This makes it easy for K to exceed the threshold needed to meet the condition
of Cg, and government regulation will reach a stable equilibrium more quickly. Observing
(b) and (c) in Figure 5, in the case of users’ participation in supervision, because users
can provide the government with effective information about the digital platforms and
reduce the information asymmetry in the regulatory process, which greatly reduces the
cost of government supervision, so that the stronger the initial willingness of government
supervision, the shorter the time required to reach the steady-state strategy of “Supervise”
(the closer the initial value of x is to 0, the faster it converges to 0).

(2) Digital platforms. Observing Figure 5, it becomes apparent that when the initial
willingness of platforms to abuse data is stronger, the faster one reaches the steady-state
strategy of “Not abuse data”. This is attributed to the fact that enterprises are primarily
motivated by maximizing efficiency and profits, and when they try one strategy and fail to
deliver desired outcomes, they will quickly choose another strategy that is more beneficial,
while when the initial willingness of the platform to commit data abuse is low, enterprises
will be stuck in a tangle for a long time, resulting in a longer time required to reach steady
state. Meanwhile, comparing (c) with (a), (b), and (d) in Figure 5, it can be seen that it takes
longer for digital platforms to reach steady state when only users supervise the situation.
The reason for this is that a single constraint by users is less of a deterrent to platforms than
a single government supervision or dual user-government supervision, so in practice, the
government still has the dominant role in supervising data abuse by platforms.

(3) Users. Observing Figure 5, similar to the case of the government, we can obtain
similar conclusions; that is, the stronger the initial willingness of the users, the shorter
the time required to reach the stabilization strategy. In the case that x converges to 0, the
closer x is to 0, the less time required to evolve to the “Not participate in supervision”
stabilization strategy. In the case that x converges to 1, the closer x is to 1, the less time
it takes to evolve to the “Participate in supervision” stabilization strategy. This finding
emphasizes the importance of user initiative.
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5.2. Sensitivity Analysis

This section focuses on how to optimize the parameters to improve the probability of
digital platforms not abusing data. Based on the case study, considering that the data has a
typical scale effect, platforms with larger volumes of data tend to generate higher profits
through data abuse. Therefore, this paper divides digital platforms into two categories,
one is small digital platforms with small scale data, and the increase in revenue obtained
by relying on data abuse is less (R = 2.00); the other is large digital platforms with larger
volumes of data, such as Didi, Facebook, etc., and the increase in revenue from data
abuse is large (R = 3.00). Meanwhile, the parameters of Case2 are used as the assignment
benchmark, and the initial probabilities of x, y, and z are set to 0.50 for numerical simulation.
The specific analysis is as follows.

(1) The tax rate paid by the platform
Keeping the other parameters constant, let r increase in increments of 0.10 in the

interval [0.05, 0.45], as shown in Figure 6. Overall, as r decreases, i.e., as tax incentives for
platforms increase, the rate at which governments and platforms converge on a stabilization
strategy continues to increase. For small digital platforms, the change in tax rate does not
affect the ultimate stabilization strategy of platforms, due to the small benefits from data
abuse, which are “Not abuse data”. While for large digital platforms, due to the scale effect,
the benefits from data abuse are higher and the larger tax incentives (r < 15%) increase
the incentive for the platform to abuse data, which will eventually stabilize the “Abuse
data” strategy.

r
r
r
r
r

r
r
r
r
r

R

R

Figure 6. The Effect of different tax rates on the evolutionary process (r).
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Therefore, for platforms of different data sizes, the government can try to formulate
tiered tax policies to ensure the vitality of the enterprises while effectively reducing their
incentive to abuse of data. As exemplified by Didi Global Inc., the tax rates for the company
in the three years prior to the data scandal were 3.45% (2021), 2.78% (2020), and 0.34%
(2019). The company benefited from significant tax incentives in China, which enabled it to
accumulate capital quickly and further incentivized the misuse of data to increase profits.

(2) Amount of penalties faced for data abuse committed by digital platforms
Let F increase with 0.40 at unit increments. The results are shown in Figure 7. On the

whole, the time shortening caused by the unit increment decreases with an increase of F,
showing the characteristic of marginal decrease. Observing Figure 7a,d, we can see that for
small digital platforms, the change of F only affects the time to reach equilibrium without
affecting the resulting final stabilization strategy. For large digital platforms, the change
in F not only affects the time to reach equilibrium but also affects the final stabilization
strategy, and when the government penalty is set in a low range (as shown in the figure,
F < 0.45), the platform can still obtain a larger gain after paying the penalty. This is the
main reason why large platforms ignore government supervision and commit violations
in practice. Looking at Figure 7b,e, the change in F does not affect the final outcome of
the government’s strategy, but since fines are another major fiscal revenue source of the
government besides taxes, the increase in revenue will certainly help the government to
intervene in supervision faster. Similarly, Figure 7c,f show that penalties have no effect on
users’ final choice of strategy, but as F increases, it takes longer for users to reach a stable
state of participation in supervision.

F
F
F
F
F

F
F
F
F
F

R R

R

F
F
F
F
F

R

F
F
F
F
F

F
F
F
F
F

F
F
F
F
F

R R

Figure 7. The Effect of different sizes of penalties on the evolutionary process (F).
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(3) Incremental risk of privacy breach
Let θ begin with 5% and increase with a unit increment. The evolutionary process

is shown in Figure 8, which leads to similar conclusions as for the tax rate and penalty;
that is, for small digital platforms, the incremental risk of privacy breach does not affect
the evolutionary stability strategy. However, for large digital platforms, a lower privacy
risk increment (as shown in Figure 8b, when θ = 0.01) will stabilize the platform in the
state of committing data abuse (y = 1). Moreover, observing Figure 8b, we can see that
when θ > 0.06, there is a brief rise and then decline in the probability of committing
data abuse at the beginning of the platform’s evolution, mainly because the platform tries
to increase its technical investment in data protection to reduce the privacy loss from
committing data abuse. Furthermore, choosing t = 5, we can see that as θ decreases,
the value of the probability becomes larger, indicating that platforms with advanced data
protection technologies are more likely to abuse data and more covert violations in the same
period. The results indicate that improved technological capabilities can create pressure for
platform companies to collect more user data and also increase the value of data, making
it easier for them to succumb to the temptation of data abuse. For instance, Amazon
was found to be using third-party seller data to develop its own competitive products,
leveraging its advanced technological capabilities to access and analyze the data. Therefore,
even though platforms may improve their data protection technologies to reduce the risk
of privacy breaches, the pressure and temptation to abuse data remains high.

R

R

Figure 8. Effect of different privacy risk increments on the evolutionary process (θ = α− β).

(4) Probability of users’ claiming compensation
Let s increase by increments of 5%, then we get the evolution process in Figure 9.

For platforms, the larger s is, the faster it reaches ESS. In particular, as in (b) in Figure 9,
for large platforms, when the value of s is high (s > 11%), its evolution at the beginning
has a short rise and then a fall, because in the short term, the platform tries to rely on
some PR ability to mitigate the loss. And it is clear that there is a range of values for s
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(11% < s < 6%) in the large platform where no equilibrium solution exists. It can be seen
that user participation may lead to even greater system instability. But in the long term,
there is an obvious negative externality in the proportion of user claims, for which reason
the gains from data abuse cannot offset the corresponding losses (such as penalties, loss
of user data, etc.). Therefore, the government should actively guide users to defend their
rights, open up complaint channels, and increase the proportion of user claims to effectively
stop data abuse by platforms.

s
s
s
s
s

R

s
s
s
s
s

R

Figure 9. The impact of different probabilities of users’ claiming compensation on the evolutionary
process (s).

(5) Government’s rewards for users
As shown in Figure 10, a change in the value of H significantly affects the choice

of strategy by large digital platforms, the government, and users. The larger H is, the
greater the financial burden on the government and the longer it takes for the government
to stabilize its regulatory strategy. Further, when H is larger than H′ (a certain critical
value), the government cannot afford the high cost of rewards, and the government will
tend to choose not to supervise. At the same time, the government’s rewards to users
have negative externalities, and as the value of H increases, this makes the regulatory
efficiency and user incentives put the cart before the horse, and platforms have the
opportunity to abuse data.
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Figure 10. The impact of different government’s rewards for users on the evolutionary process (H).

6. Discussion

This study constructed a model which was a tripartite evolutionary game to explore
the governance mechanism of data abuse in digital platforms, focusing on tax policies,
penalties, privacy leakage risks, and user claims for compensation. Through this study, we
have identified critical factors that influence platforms’ decisions to engage in data abuse.
Whether platforms choose to abuse data depends on the interplay between the incremental
revenue, technological costs, privacy breaches, reputation costs, and the losses incurred
from government and user punishments. By employing evolutionary game theory, we have
identified four ways in which platforms can refrain from engaging in data abuse, which are
divided into two categories: government with regulatory motives and government without
regulatory motives. Furthermore, we extracted simulation parameters from typical cases
and used MATLAB software to conduct a sensitivity analysis on key factors, such as how
higher tax incentives (r < 15%) and lower penalties (F < 0.45) can reduce the motivation
of data abuse by small digital platforms, but fail for large digital platforms. Additionally,
by analyzing the pressure and temptation to improve the technological capabilities of
platform companies, we found that the existence of privacy leakage risks creates recurring
incentives for digital platforms to engage in data abuse. Relevant regulatory policies should
therefore focus on promptly adjusting the efficiency and costs of data security technologies
to eliminate repeated violations.

6.1. Main Contributions

The main contribution of this study is reflected in two aspects: the contribution to
theory and the significance to practice.

From a theoretical perspective, unlike previous research on data abuse [16,53,54], this
study explores regulatory issues of data abuse by considering the collaborative behavior
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of the government, platform, and users. A new research perspective is presented based
on mathematical model deduction. Based on the theory of opportunity and motivation,
combined with theoretical derivation and simulation results, we believe that the basic
method to govern data abuse by digital platforms lies in reducing their motivation and
compressing their opportunity space. On the one hand, the motivation of digital platforms
to abuse data comes from the illegal profits obtained from this illegal operation. On the
other hand, users’ participation in supervision can reduce the information asymmetry in
the process of data abuse by platforms and reduce the government’s supervision costs.
From using the evolutionary game as a model, it can be seen that the motivation of users
to participate in supervision is influenced by the users’ personal self-efficacy, government
incentives, platform compensation, etc.

The study also has significant practical implications for government policy formu-
lation, platform strategy choice, and the protection of users’ rights. From a government
perspective, the research provides insights into the behavior and motivations of platform
companies, aiding in the formulation of more precise regulatory policies and taxation
systems to reduce data misuse. Additionally, evolutionary game research can help the
government evaluate policy effectiveness and make timely adjustments. For platform
enterprises, the study can increase their understanding of the costs and risks of data misuse,
thereby promoting long-term development. Finally, for users, the research helps them
understand the costs and risks of data abuse by platform companies, their status and rights
within the regulatory mechanism, and enhances their awareness and ability to protect their
rights and interests.

6.2. Recommendation for Government

In order to provide the government with precise insights into governance, we have
first specified the revenue composition of the government within the context of gaming. As
demonstrated in Section 2, the government’s return primarily derives from taxes and fines
levied on the platform. Additionally, our model is based on the government considering
user interests and allowing users to receive supervised rewards. However, if the govern-
ment does not consider this point and only focuses on its own fines and tax revenues, it will
lead to two results. The first result is that the government will implement high-intensity
regulation to obtain fines, which will stifle the development of platform enterprises. The
second result is that the government will implement low-intensity regulation to obtain high
tax revenues, which will lead to data abuse and industry disorder, causing great harm to
user rights and interests. Therefore, government decisions will be influenced by platform
and consumer decisions. In summary of our research analysis and findings, we propose
the following management recommendations.

From a regulatory framework perspective, it is recommended that the government
encourage user participation and establish a dual regulatory framework. User involvement
in supervision can reduce the information asymmetry and reduce government regulatory
costs. Evolutionary game theory models reveal that user participation in supervision is
influenced by factors such as personal self-efficacy, government incentives, and platform
compensation. When a user’s self-efficacy is much higher than the information cost required
to participate in supervision, the user evolves to a stable state of participation. As the claim
ratio of users continues to rise, the profit margin for platform abusing data is constantly
compressed, and the opportunities for violations continue to decrease. Therefore, from
a social perspective, the harm of data abuse needs to be emphasized to enhance users’
self-efficacy, while from the government perspective, a suitable incentive limit needs to be
set to actively guide users’ rights protection and to provide them with accessible complaint
channels, thus reducing the opportunities for platform data abuse.

From a regulatory policy perspective, it is recommended that the government try
to formulate tiered tax policies and dynamic penalty amounts for platforms of different
data scales. Sensitivity analysis reveals that for large-scale digital platforms, due to the
existence of economies of scale, the profits generated by data abuse are higher, and higher
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tax incentives (r < 15%) increase the motivation for abusing data. Therefore, for platforms
of different data scales, the government can try to formulate tiered tax policies to protect
the vitality of enterprise innovation and effectively reduce the motivation for data abuse.
This has strong practical significance, and for small platform enterprises, it is recommended
to maintain certain tax incentives, such as China’s 10% tax rate incentive policy for high-
tech Internet companies. For large platform enterprises, it may be necessary to consider
increasing tax rates or adjusting value-added tax structures, such as implementing digital
taxes on large-scale data-driven platforms.

From a technical adoption perspective, it is recommended that the government adopt
more advanced data security technologies, such as AI, blockchain and differential privacy,
to construct a more agile data abuse regulatory network. Our research shows that platforms
with advanced data protection technologies are more likely to engage in data abuse and
that their improper behavior is more secretive. As Milkalef P. et al. [55] pointed out,
the application of artificial intelligence technology has a significant role in improving the
performance of government organizations. Therefore, as platforms have incentives to
increase their investment in data protection to reduce privacy risks, the government needs
to pay attention to the application of cutting-edge data protection (security) technologies
and the development of platform businesses with high-end data protection technologies
and facilities in order to monitor platform data usage behavior from a technical perspective.

6.3. Limitation and Future Research

The focus of this study is on the construction of a data abuse analysis framework and
an evolutionary game analysis model involving three main actors. The study analyzes
the key factors that affect the implementation of data abuse by platforms at a theoretical
level and explores the regulatory mechanisms. However, there are certain limitations
to this study. Firstly, in terms of model construction, we assumed that all actors have
bounded rationality and that the government and platform consider reputation costs,
which may differ from the actual situation. Future research could consider different risk
tendencies of the actors (such as risk aversion, risk-seeking, and risk neutrality) to further
explore this issue. Secondly, in terms of model effectiveness, although we used sensitivity
analysis to simulate the model’s development with the actual situation, we cannot judge its
effectiveness. Future research could consider using system dynamics methods to model
this problem and further compare the differences between the two methods. In addition,
this study does not involve empirical research, which limits its practical expansion to a
certain extent. In the future, it can be combined with empirical data analysis methods to
verify the conclusions of this study and enrich its methods. Based on this study, there are
some directions that can be expanded in the future. For example, behavioral economics has
attracted the attention of many scholars in management, and future research could consider
the impact of platform operators’ behaviors on decision-making, such as risk aversion,
overconfidence, altruism, and fairness awareness behaviors.
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