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Abstract: The article deals with the application of cluster analysis in modeling in-house processes,
specifically supply processes. An algorithm is designed on the theoretical basis of cluster analysis
and according to the analysis of the supply processes in selected industrial companies. Specifically,
the algorithm is based on the hierarchical methods of cluster analysis, and the selected hierarchical
clustering method is applicable in modeling storage systems under various production conditions in
industrial companies. The methodology of clustering regarding the supply processes is subsequently
experimentally verified. Based on the results of the cluster analysis, a system of organization was
proposed for the analyzed warehouse in the form of 2D and 3D layout models of the warehouse.

Keywords: cluster analysis; warehousing; stocks

1. Introduction

Warehousing is one of the most important areas of a logistics system. It creates a
connecting link between the production and customers. The primary goal of storage is to
ensure the requirements directly for consumption, i.e., to satisfy the current needs of the
customers. Storage can be understood as a deliberate interruption of the flow of material at
a certain place and for a certain time in the so-called point of disconnection of the logistics
chain. In this sense, materials and products are recorded as stocks in the warehouse. In
this context, information on the condition, movement, transport, location of stocks, etc., is
processed. An important part of storage is the protection against the external influences
with which the stock comes into contact during the storage process [1–3].

Warehousing, in conjunction with other logistics activities, provides the necessary
level of customer service to the company’s customers at the lowest possible total cost.
Storage serves as an important link between the manufacturer and the customer.

We can define warehousing as a component of the corporate logistics system that
ensures the storage of products—including raw materials, parts, goods in production,
semi-finished products, and finished products—at their places of origin and between the
place of origin and the place of consumption. It provides management with information on
the condition, circumstances, and locations of stock products.

In addressing the study presented, it was essential to utilize the knowledge focused on
the field of the modeling and digitization of the processes and systems related to storage,
logistics, and material flows. In this context, the works of the authors focused on the design
creation [4], modeling and simulation of logistic processes [2,3,5,6], and optimization of
warehouse items using a genetic algorithm [7,8], which proved to be useful.

According to [9], the authors state that, in line with the global trends in material
handling and storage, the design process should not only incorporate the use of equipment
with the fastest drives but also take into account the energy and environmental aspects
of the installed equipment. The authors dedicated their efforts to designing an energy
efficiency model for mini-load automated storage and retrieval systems. This model
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positively impacts both the economic and environmental aspects by reducing the energy
consumption and, consequently, CO2 emissions.

When dealing with warehouses, it is also necessary to consider other environmental
aspects. This approach is discussed in Ref. [1], which focuses on the importance of a quality
working environment, and Ref. [10], which deals with a comprehensive approach aimed at
reducing the noise emissions from industrial operations and their subsequent impacts on
the environment and human health.

In another paper, the authors [11] performed an optimal warehouse location planning
analysis to decide on the optimal storage location for each component. They implemented
the optimization using hierarchical clustering and k-means clustering to formulate an
optimal consolidated picking strategy. They developed a consolidated planning-based
selection methodology to support the intelligent manufacturing of wireless modules. Ex-
ecuting a cluster analysis for picking lists was included in the third part of the proposed
methodology: the analysis of the picking-list consolidation strategies, where the first part
of the methodology is the analysis of the storage space demands and the second part is the
analysis of the optimal storage location planning.

In [12], the authors mainly dealt with the optimization of the order-picking activities
in warehouses, with a focus on parts-to-picker using cluster-based analysis. Among other
things, they included an extensive overview of the papers using a cluster-based storage
allocation policy, which was also beneficial in the context of the processed article.

Cluster analysis is also of great importance in wider research. For example, when
examining the connection of the applications and technologies in the context of Industry
4.0. it was used by the authors in [13–15], which is interesting in terms of potential further
research in the subject area.

In [16], the authors proposed and tested a DECIPACO model for optimizing the op-
erations related to last-mile delivery. This model can also be considered when solving a
wider range of problems since the advantage is that it proposes a set of customer require-
ments and warehouse locations and calculates the optimal solution for the mathematical
formulation. This seems interesting when finding complex solutions in the field of logistics
in connection with cluster analysis. Of interest is the new Interdependent Ant Colony
Pareto Optimization (IPACO), which has been integrated with the Deep Embedded Clus-
tering Algorithm (DEC) to create a DEC-based IPACO (DECIPACO) model to solve the
proposed formulation.

A novel approach based on the demand correlation to reduce the network complexity
in inventory and transshipment problems is elaborated on in [17]. It deals with the grouping
of retail stores for the transshipment of stock in the context of cross-docking. The authors
addressed two transshipment problems that are combined with clustering approaches
based on distance and demand correlations.

Inefficiency in Storage

Efficient product movement, storage, and information transfer within the warehouse
are crucial for enhancing company competitiveness. In warehousing, it is necessary to
determine the optimal combination of manual and automated handling systems. The most
common mistakes that companies make in terms of storage are the following:

• the excessive handling and underutilization of the storage space;
• the low utilization of the storage area and space;
• excessive maintenance costs and outages due to outdated equipment;
• outdated methods of receipt and dispatch of goods;
• outdated methods of computerized processing of routine transactions.

From an economic point of view, the optimization of warehouse processes is not
considered a strategic priority as it does not have a fundamental impact on the value of
the given product. This is because these processes produce only a minimum of activities
that add value to the product. The main problem is the lack of a standard in the storage
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processes that businesses can rely on. Therefore, before starting the optimization, it is
necessary to analyze the warehouse processes in regard to the following:

• Analyzing the efficiency and productivity of the work in warehouses, with a focus on
cost reduction and optimization. Implementing automation in warehouse operations
emerges as the optimal solution.

• Analyzing the performance of the supplier-to-customer link in the supply chain to
select an appropriate storage system and integrate it seamlessly into the material flow.

2. Materials and Methods

Cluster analysis (CA) is a statistical method used to differentiate individual objects
(observations) by creating specific and distinct clusters, each containing observations
assigned based on their degree of similarity or dissimilarity. The goal of cluster analysis
is to uncover patterns and structures within a dataset, providing insights into underlying
relationships and associations [10].

Cluster analysis was initially defined in 1939 by RC Tryon as follows [8]: “Cluster
analysis is a general logical procedure, formulated as a procedure by which we group
objects into groups based on their similarities and differences”.

We have a data matrix X of type n × p, where n is the number of objects and p is the
number of variables (characters and properties). Next, we have the decomposition S(k)

of a set of n objects into k certain groups (clusters), i.e., S(k) = {C1, C2, C3, . . . , Ck}, while
applying [18]

Ci ̸= ∅, i = 1, . . . k,

and
⋃k

i=1 Ci covers the whole space.
If the given set of objects o = {A1, A2, . . . , An} and arbitrary coefficient of dissimilarity

of objects is D, then a subset p of the set of objects o is called a cluster for which [8] holds:

max
i,j

D
(

Ai; Aj
)
< min

k,l
D(Ak; Al)

where Ai, Aj, Al ∈ o a Ak /∈ p.
This implies that the maximum distance between objects within a cluster must always

be smaller than the minimum distance of any object from the cluster to an object outside
of it [18].

Cluster analysis is a valuable tool for production segmentation, classified among
design methods used to organize unstructured data based on similarities. At its core,
clustering categorizes objects into groups or clusters, maximizing intra-group similarity
and minimizing inter-group similarity. It is an unsupervised machine-learning algorithm
that operates on unlabeled data [19].

Basic assumptions of using cluster analysis include characteristics of the data. The
first assumption is that there should not be outlier observations or missing values in the
selected dataset. To prevent data distortion due to measurement units, the data are scaled
using methods such as min–max normalization or standardization using z-score. The size
of the dataset, the number of observations, and the type of variables (ordinal or interval)
influence the choice of the clustering method. Another assumption of cluster analysis is the
degree of similarity. Various types of distances exist, including Euclidean distance, squared
Euclidean distance, standardized Euclidean distance, Bray–Curtis distance, Manhattan
distance, Chebyshev distance, Canberra distance, Hamming distance, Kulsinski distance,
correlation distance, and many others [8].

There are many different algorithms used for cluster analysis, such as k-means, hierar-
chical clustering, and density-based clustering. The choice of algorithm will depend on the
specific requirements of the analysis and the nature of the data being analyzed.

Two basic types (algorithmic principles) are distinguished in clustering from a theoret-
ical point of view (Figure 1) [20]:
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• hierarchical algorithms—the assignment of subjects to individual groups is stable and
does not change during the algorithm;

• non-hierarchical (partitioning) algorithms—assignment of subjects to individual groups
can change during the algorithm.
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Hierarchical agglomerative clustering operates on the ‘bottom-up’ principle. It begins
by creating small clusters, initially consisting of single elements at the start of the algorithm.
These small clusters are then gradually merged into larger clusters in a sequence of steps
until a single cluster containing all observations is formed. The merging process in each
step relies on the principle of mutual similarity, defined based on the distance metric
used, whether it is between individual observations, between observations and clusters, or
between clusters themselves [21].

Hierarchical divisive (decomposing and dividing) algorithms operate on the ‘top-down’
principle. Initially, a single complex cluster is created containing all observations. Then, in
individual steps, existing clusters are divided based on the principle of mutual dissimilarity
between clusters or between clusters and observations [21].

In non-hierarchical clustering methods, objects are classified into disjoint clusters,
the number of which is predefined. Non-hierarchical methods focus on discovering the
groupings present in the data by optimizing the objective function and iteratively improving
the quality of assigning objects to individual clusters. These clustering methods can be
divided into [18,22] the following:

• hard clustering methods—each object belongs to a cluster or not;
• fuzzy clustering—each object belongs to each cluster to a certain degree.

There are several procedures used when applying cluster analysis. The choice of
using a suitable procedure depends mainly on the given task. Individual procedures differ
from each other in the association coefficients used (Sokalov–Michenerov, Russelov–Raov,
Jaccardov, etc.) and in the method based on which the segmentation process is performed.
Among the most used algorithmic methods are [22] Rank Order Clustering Algorithm,
Direct Clustering Algorithm, Single Linkage Clustering Algorithm, Average Linkage Clus-
tering Algorithm, and Production Flow Analysis.
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The agglomerative methods are used in the article. The result of using hierarchical
clustering methods is a dendrogram that represents the nested grouping of objects and the
similarity measures where the groupings change.

Dendrogram is a special type of tree that represents the agglomerative clustering
method. Clustered objects are represented by the leaf nodes of the tree. Connecting the
two nearest objects on the respective clustering level creates intermediate nodes. The result
of the clustering algorithm is influenced by the specific choice of the distance (proximity
measure) and the specific choice of the clustering algorithm. The output of the algorithm is
the assignment of individual observations to a certain number of disjoint clusters [8].

The procedure of agglomerative hierarchical clustering is implemented in these steps [22]:

1. The distance matrix E1 is compiled from the input data matrix E0 according to the
squared Euclidean distance dES.

2. The smallest distance is searched in the distance matrix E1, which generates the
first cluster.

3. All remaining objects are then connected to the first cluster, and a new distance matrix
E2 is recalculated. This distance matrix is calculated using individual cluster analysis
methods. Any missing values in matrix E2 are filled from the input distance matrix E1.

4. The smallest distance is once again selected from matrix E2, generating the second
cluster. The remaining objects or clusters are then connected to it, and a new distance
matrix E3 is recalculated.

5. Once again, the smallest distance is selected from distance matrix E3, representing
another cluster.

6. This procedure is repeated until all objects or clusters have been assigned.
7. The output of hierarchical cluster analysis method is a dendrogram.

The model of the cluster analysis procedure is depicted in Figure 2.
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The scheme of the application process of cluster analysis in the modeling of in-house
production processes is shown in a simplified form in Figure 3. The compiled design
of the methodology for the application of hierarchical methods of cluster analysis in the
supply process in the form of an algorithm can be implemented for inventory management
regardless of the warehouse type (input, output, or intermediate warehouses) and the type
of production activity of the company.
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The schematic description of method is shown in Figure 4. This is the basis for the
implementation of the methodology for the application of hierarchical methods of cluster
analysis within the supply process in manufacturing enterprises.
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The procedure for using cluster analysis in the modeling of in-house production
processes is divided into three consecutive stages:

1. Stage—preparation;
2. Stage—implementation and cluster analysis;
3. Stage—evaluation and proposal.

The first stage of applying cluster analysis in supply is the preparatory stage, during
which it is necessary to create a list of stock items that will be the subject of the analysis.
In the case of analyzing outbound warehouse items, the input data include information
from the dispatch plan. For inbound warehouses, the input data comprise the production
plan. Therefore, the input for cluster analysis is information from the next business process
activity. The selected data will be analyzed from the perspective of their development over
the monitored period. Subsequently, an input data matrix will be created in tabular form in
the format of stock item/monitored period.

The second stage follows, the cluster analysis itself. The result of cluster analysis is the
creation of groups (clusters) of stock items.

Clusters of warehouse items in the form of the matrix ‘warehouse items—clusters’
are analyzed in the third stage to determine if they correspond to the conditions of the
warehouse. If the selection of clusters can be considered optimal, the clustering process is
completed, and the ‘stock items—clusters’ matrix can serve as the basis for proposing a
reorganization of the arrangement of warehouse items. If the output matrix is not optimal
from the perspective of warehouse conditions, the clustering process is repeated starting
from the point of choosing the optimal number of clusters.

3. Results

The proposed methodology was applied to the stocks of finished products in the
selected company. The input data on the monthly shipment of products to the direct
customer of XY were analyzed, serving as the basis for performing a cluster analysis. The
descriptive statistics of the input data regarding the company’s product shipments are
presented in Table 1.

Table 1. Basic mathematical statistics of values.

Statistics
Months

1 2 3 4 5 6 7 8 9 10 11 12

Mean 67.00 66.84 67.16 66.72 66.48 65.28 65.80 66.04 66.56 67.00 66.84 67.16

Standard deviation 68.50 68.69 68.66 68.96 69.10 70.22 69.41 69.50 68.50 68.69 68.66 68.96

Sum 1675 1671 1679 1668 1662 1632 1645 1675 1671 1679 1668 1662

The result is a dendrogram displaying distinct clusters based on varying connection
distances (Figure 5).

The clusters of products described in Table 2 are determined based on a heuristic
approach used to select the optimal number of clusters.

The proposed methodology for applying the cluster analysis in the supply process is
appropriate, and the utilization of cluster analysis in forming groups (clusters) of supplies
is justified. Clusters are formed based on similarity, in this case, the similarity of the
shipments to customers, which serves as the primary criterion for grouping the products
for customers. Accordingly, the most frequently shipped products should be positioned
closest to the exit.

The result of the cluster analysis of the stocks of the finished products of company XY
is the determination of three clusters of products that can be considered when solving the
arrangement of the individual warehouse items in the company.



Appl. Sci. 2024, 14, 4343 8 of 13Appl. Sci. 2024, 14, x FOR PEER REVIEW 8 of 14 
 

 
Figure 5. Dendrogram of products. 

The clusters of products described in Table 2 are determined based on a heuristic 
approach used to select the optimal number of clusters. 

Table 2. Clusters of products. 

 Products 
Months 

1 2 3 4 5 6 7 8 9 10 11 12 Σ 

1. cluster 

Nara chair eu. Ash 
hvidtonet 

0 0 0 12 12 0 0 0 0 0 0 0 

2657 

J108 chair, beech nature 0 0 0 0 0 0 0 0 12 0 0 0 
Nara bar high chair ash, 

black 0 17 0 0 0 0 0 0 0 0 0 0 

Nara bar H chair oak hvidto 18 0 0 0 0 0 0 0 0 0 0 0 
Nara bar low chair ash, 

black 0 0 0 0 0 0 0 0 0 0 15 17 

Nara bar L chair oak hvidto 0 0 23 0 0 0 0 0 0 0 0 0 
Nara chair ash, black 0 0 0 0 0 0 22 23 23 22 0 0 

Nara chair oak hvidtonet 34 29 28 30 23 0 0 0 0 0 0 0 
J104 chair, beech lack 19 19 19 20 19 20 19 19 20 19 20 19 

J108 chair, beech black 21 21 21 21 21 21 21 21 21 21 21 21 
J77 chair, beech red 48 47 48 47 47 47 48 47 48 47 48 47 

J110 chair, beech grey 40 40 40 39 39 39 39 39 39 39 39 40 
J104 chair, beech red 31 31 32 31 33 33 32 31 33 31 34 31 
J110 chair, beech red 32 32 33 32 32 33 32 34 32 33 32 32 

2. cluster 

J77 chair, beech grey 77 78 77 77 78 77 77 78 77 77 78 77 

6111 

J110 chair, beech nature 71 72 71 72 71 72 71 72 71 72 71 72 
J110 chair, beech white 63 63 61 63 63 63 62 63 63 62 63 63 
J104 chair, beech white 112 112 112 112 112 112 112 112 112 112 112 112 
J104 chair, beech grey 98 98 98 98 98 99 98 98 99 98 98 98 
J110 chair, beech black 87 87 89 87 87 90 87 87 89 87 87 87 

3. cluster 
J77 chair, beech nature 138 139 139 138 139 138 139 139 138 138 139 139 

11,109 
J77 chair, beech white 155 155 155 156 155 155 155 156 155 155 155 155 

Figure 5. Dendrogram of products.

Table 2. Clusters of products.

Products
Months

1 2 3 4 5 6 7 8 9 10 11 12 Σ

1. cluster

Nara chair eu. Ash hvidtonet 0 0 0 12 12 0 0 0 0 0 0 0

2657

J108 chair, beech nature 0 0 0 0 0 0 0 0 12 0 0 0

Nara bar high chair ash, black 0 17 0 0 0 0 0 0 0 0 0 0

Nara bar H chair oak hvidto 18 0 0 0 0 0 0 0 0 0 0 0

Nara bar low chair ash, black 0 0 0 0 0 0 0 0 0 0 15 17

Nara bar L chair oak hvidto 0 0 23 0 0 0 0 0 0 0 0 0

Nara chair ash, black 0 0 0 0 0 0 22 23 23 22 0 0

Nara chair oak hvidtonet 34 29 28 30 23 0 0 0 0 0 0 0

J104 chair, beech lack 19 19 19 20 19 20 19 19 20 19 20 19

J108 chair, beech black 21 21 21 21 21 21 21 21 21 21 21 21

J77 chair, beech red 48 47 48 47 47 47 48 47 48 47 48 47

J110 chair, beech grey 40 40 40 39 39 39 39 39 39 39 39 40

J104 chair, beech red 31 31 32 31 33 33 32 31 33 31 34 31

J110 chair, beech red 32 32 33 32 32 33 32 34 32 33 32 32

2. cluster

J77 chair, beech grey 77 78 77 77 78 77 77 78 77 77 78 77

6111

J110 chair, beech nature 71 72 71 72 71 72 71 72 71 72 71 72

J110 chair, beech white 63 63 61 63 63 63 62 63 63 62 63 63

J104 chair, beech white 112 112 112 112 112 112 112 112 112 112 112 112

J104 chair, beech grey 98 98 98 98 98 99 98 98 99 98 98 98

J110 chair, beech black 87 87 89 87 87 90 87 87 89 87 87 87

3. cluster

J77 chair, beech nature 138 139 139 138 139 138 139 139 138 138 139 139

11,109

J77 chair, beech white 155 155 155 156 155 155 155 156 155 155 155 155

J77 chair, beech black 229 229 229 229 229 230 229 229 229 229 229 229

J104 chair, beech lack 215 215 215 215 215 215 215 215 215 215 215 215

J104 chair, beech black 187 187 189 189 189 188 187 188 188 188 187 188
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The graphic displayed in Figure 6 shows that the products of the third cluster have
the largest share in the expedition, followed by the second cluster, while the first cluster
has the smallest share. Therefore, it is advisable to position the products of the third cluster
closer to the loading area for finished products within the warehouse. The third cluster
comprises the products from the main groups, J77 and J104.
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The results of the cluster analysis revealed three clusters of finished products in
company XY, as indicated in the 2D (Figure 7) and 3D sketches (Figure 8) of the layout of
the company’s finished products warehouse.
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4. Discussion

The article presents and describes a proposed algorithm for the application of the
hierarchical methods of cluster analysis in modeling the storage systems of enterprises. It is
assumed that the mentioned algorithm can be applied in industrial enterprises regardless
of the area of production, regional operation, sales market, number of employees, or other
characteristics. The algorithm for the application of cluster analysis methods in storage was
verified under real conditions in a selected company, and the results of the experimental
verification are the content of the article.

Managing the material management in the company is a complex issue, requiring
coordination, cooperation, and collaboration among multiple links in the company’s value
chain (see Figure 9) [4].
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The periodicity and unevenness in consumption have a significant impact on the
size of the stock. If the effort is to capture the nature of the consumption of individual
material items, it is necessary to monitor the consumption of the material even during its
movement in the production process and not focus only on the issue of the material item
from the warehouse. The basic directions of optimizing the company’s inventory [23–25]
are as follows:

• the optimization of the company’s inventory in terms of structure and quantity;
• the selection of rational methods of material supply and their technical and

economic justification;
• limiting the creation of over-standard and unnecessary stocks, identifying methods

for their most effective use since excess stocks lead to significant losses of funds tied
up in these stocks, and also increasing the costs associated with storage and care as
there is a risk of loss, damage, obsolescence of stocks, and their gradual depreciation;

• a method for the control and regulation of production stocks.

The role of the production stocks in a company is to ensure the continuity and fault-
lessness of the production process. The scope and structure of production stocks are
directly dependent on the scale of production, specialization of production, and the other
specifications of the production process.

Specifically, three basic factors affect the amount of production stocks in the company,
namely regularity, speed, and certainty, in the sense that there are no production interrup-
tions. This is an indirect dependence since, the smaller the fulfillment of these conditions,
the greater the risk in connection with the non-fulfillment of production orders, and thus it
is necessary to amass higher stocks in warehouses [26].

5. Conclusions

Cluster analysis can significantly increase the efficiency of the process of finding opti-
mal solutions in various areas. In inventory management, it is also of great importance from
a logistical point of view, which was proven in the processed case study. The warehouse
was optimized using the application of cluster analysis. The proposed algorithm was
successfully applied and creates possibilities for its use in industrial practice. Since the
solution was focused on the optimization of stocks, it is also necessary to mention the basic
factors that must be considered when solving similar problems:

• the regularity of deliveries, determined by the frequency and size of deliveries;
• the delivery speed, depending on the type of transport, the distance of the transport

method, and the degree of mechanization of the loading and unloading processes;
• the degree of certainty that the supplier delivers according to the required quality,

quantity, price, and time.

The absolute level of inventory depends on the following:

• the size of the consumption, which should be under the production program (produc-
tion consumption);

• the production consumption, which is determined by the conditions of the produc-
tion process;

• the consumption standards, which are converted to specific final products in connec-
tion with the production technology used.

The amount of inventory can also be significantly affected by fluctuations in the de-
livery period since the supplier can dispatch the delivery on any day within the period
specified in the delivery contract. The amount of stock of individual assortment items
depends primarily on their movement, i.e., the extent and nature of the consumption for
the monitored period (day, month, year, consumption date, uniformity of consumption in
the planned period, etc.) and the size of the production batch that is consumed regarding
the production at one time. The nature of consumption can be expressed by the continu-
ity of consumption, which essentially means the continuity in the need and subsequent
consumption of the given items.
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Further research could explore the following topics:

• the incorporation of the proposed algorithm of the application of cluster analysis
methods in storage into software designed for modeling and simulating the processes
of manufacturing enterprises (e.g., Siemens Tecnomatix);

• the creation of integrated statistical software for performing cluster analysis and
simulation software;

• the expansion of the algorithm by the detailed elements and restrictions resulting from
real production conditions in the search for an optimal solution for the arrangement of
warehouse stocks.
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