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  Pre-trained language models such as BERT and GPT-3
have excellent performance in handling various kinds of
natural language processing tasks such as question
answering, machine translation, summarization,
sentiment analysis, and so on. Meanwhile, in order to
reduce the gap between the loss function used in deep
learning and the objective function for actual machine
translation, along with the great success of machine
translation, the policy gradient method of reinforcement
learning can be used to receive compensation from the
objective function in the actual natural language
generation. As soon as there was, the ability to generate
sentences that seemed to be used by real people was
further maximized. In these cases, it is expected that
the recent success of natural language processing
techniques through deep learning and reinforcement
learning can be transfered to main text mining problems
including text clustering, text classification, and text
extraction.   Keywords:
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The concept of Information is to disseminate scientific
results achieved via experiments and theoretical results
in depth. It is very important to enable researchers and
practitioners to learn new technology and findings that
enable development in the applied field.

Information is an online open access journal of
information science and technology, data, knowledge
and communication. It publishes reviews, regular
research papers and short communications. We invite
high quality work, and our review and publication
processing is very efficient.
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