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Shannon famously applied his “mathematical theory of
communication” to human communication, alledgedly
having his wife, Betty, estimating word probabilities to
calcualte the first approximation of the entropy of
English. These efforts lost steam in the 1980s, mainly
because of the lack of adequate data, and limited
computational power. Both limitations do not apply
anymore. The increase in human interactions taking
place in digital environments has led to an abundance of
behavioral “big data”, enough even to calculate
measures that converge rather slowly. This Special
Issue compiles creative research on the innovative uses
of information theory, and its extensions, to better
understand human behavior and social processes.
Among other topics, the focus is set on human
communication, social organization, social algorithms,
human–machine interaction, artificial and human
intelligence, collaborative teamwork, social media
dynamics, information societies, digital development,
and cognitive and machine biases—all online and/or
offline.

Guest Editor
Prof. Dr. Martin Hilbert
Department of Communication, GG Computer Science, University of
California, 370 Kerr Hall, 1 Shields Avenue, Davis, CA 95616, USA

Deadline for manuscript submissions
closed (30 June 2020)

Entropy

an Open Access Journal 
by MDPI

Impact Factor 2.0
CiteScore 5.2
Indexed in PubMed

mdpi.com/si/28366
Entropy
Editorial Office
MDPI, Grosspeteranlage 5
4052 Basel, Switzerland
Tel: +41 61 683 77 34
entropy@mdpi.com

mdpi.com/journal/
entropy

https://www.mdpi.com/si/28366
https://mdpi.com/journal/entropy


Entropy

an Open Access Journal 
by MDPI

Impact Factor 2.0
CiteScore 5.2
Indexed in PubMed

mdpi.com/journal/
entropy

About the Journal
Message from the Editor-in-Chief
The concept of entropy is traditionally a quantity in
physics that has to do with temperature. However, it is
now clear that entropy is deeply related to information
theory and the process of inference. As such, entropic
techniques have found broad application in the
sciences.
Entropy is an online open access journal providing an
advanced forum for the development and/or application
of entropic and information-theoretic studies in a wide
variety of applications. Entropy is inviting innovative and
insightful contributions. Please consider Entropy as an
exceptional home for your manuscript.
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