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Message from the Guest Editor
Extremely popular for statistical inference, Bayesian
methods are also becoming popular in machine learning
and AI: it is important for any device not only to predict
well, but also to provide a quantification of the
uncertainty of the prediction. Traditionally, Bayesian
estimators were implemented by Monte-Carlo methods.
These algorithms target exactly the posterior
distribution. However, in machine learning, the volume
of the data used in practice makes Monte Carlo
methods too slow to be useful. Motivated by these
applications, recently, many faster algorithms were
proposed that target an approximation of the posterior.
1) Some methods still use Monte Carlo simulations, but
target an approximation of the posterior: approximate
Metropolis-Hastings based on subsampling, Langevin
Monte Carlo, or ABC. 2) Approximations methods based
on optimization, like variational approximations, Laplace
approximations or EP. The objective of this special issue
is to provide the latest advances in approximate Monte
Carlo methods and in approximations of the posterior:
design of efficient algorithms, study of the statistical
properties of these algorithms, and challenging
applications.
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About the Journal
Message from the Editor-in-Chief
The concept of entropy is traditionally a quantity in
physics that has to do with temperature. However, it is
now clear that entropy is deeply related to information
theory and the process of inference. As such, entropic
techniques have found broad application in the
sciences.
Entropy is an online open access journal providing an
advanced forum for the development and/or application
of entropic and information-theoretic studies in a wide
variety of applications. Entropy is inviting innovative and
insightful contributions. Please consider Entropy as an
exceptional home for your manuscript.

Editor-in-Chief

Prof. Dr. Kevin H. Knuth
Department of Physics, University at Albany, 1400 Washington Avenue,
Albany, NY 12222, USA

Author Benefits

Open Access:
free for readers, with article processing charges (APC) paid
by authors or their institutions.

High Visibility:
indexed within Scopus, SCIE (Web of Science), Inspec,
PubMed, PMC, Astrophysics Data System, and other
databases.

Journal Rank:
JCR - Q2 (Physics, Multidisciplinary) / CiteScore - Q1
(Mathematical Physics)

https://mdpi.com/journal/entropy

