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Significant progress in data-driven neural artificial
intelligence (AI) over recent years has brought great
benefits to end-users ranging from health, banking, and
security areas to advanced manufacturing and space.
Modern AI systems are built using massive volumes of
data, both curated and raw, with all the uncertainties
inherent to these data. One of the major fundamental
barriers limiting further advances and use of AI systems
of this type is the problem of validation, explanation, and
correction of AI’s decision making. This is particularly
important for safety-critical and infrastructural
applications, but it is also crucial in other use-cases,
including financial, career, education, and health
services. High-dimensional data and high-dimensional
representations of reality are typical features of modern
data-driven AI. There is a fundamental trade-off
between the “curse of dimensionality” and the “blessing
of dimensionality” in high-dimensional data spaces:
some popular low-dimensional methods do not work in
high-dimensional data spaces, whereas the blessing of
dimensionality makes some simple methods
unexpectedly powerful in high dimensionality.
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About the Journal
Message from the Editor-in-Chief
The concept of entropy is traditionally a quantity in
physics that has to do with temperature. However, it is
now clear that entropy is deeply related to information
theory and the process of inference. As such, entropic
techniques have found broad application in the
sciences.
Entropy is an online open access journal providing an
advanced forum for the development and/or application
of entropic and information-theoretic studies in a wide
variety of applications. Entropy is inviting innovative and
insightful contributions. Please consider Entropy as an
exceptional home for your manuscript.
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