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The dynamics of complex systems and the ways in
which they influence a number of biological processes
are one of the most interesting physical problems
through which current developments in the independent
fields of physics and biology/genomics can be brought
together and that they can attempt to address more
effectively. These dynamics include the hierarchy of
complex and self-organized phenomena. 

Many scientists have used complexity metrics such as
generalized entropies, multifractal analysis, q-triplet of
Tsallis statistics, complex networks, fractal dimension
etc. to understand the complex behaviour of complex
phenomena in biology/genomics. The projection of the
dynamics to the statistics in the phase space develops a
complete picture that can be integrated to the variations
of the complexity metrics. 

This Special Issue emphasizes the merging of the
complexity metrics and the machine-learning
approaches, hoping to attain a deeper understanding of
complex biological phenomena.

Guest Editors
Dr. Leonidas P. Karakatsanis
Department of Environmental Engineering, Democritus University of
Thrace, 671 00 Xanthi, Greece

Prof. Dr. Dimitrios S. Monos
Department of Pathology and Laboratory Medicine, The Children’s
Hospital of Philadelphia and Perelman School of Medicine, University of
Pennsylvania, Philadelphia, PA 19104, USA

Deadline for manuscript submissions
closed (31 December 2023)

Entropy

an Open Access Journal 
by MDPI

Impact Factor 2.0
CiteScore 5.2
Indexed in PubMed

mdpi.com/si/69989
Entropy
Editorial Office
MDPI, Grosspeteranlage 5
4052 Basel, Switzerland
Tel: +41 61 683 77 34
entropy@mdpi.com

mdpi.com/journal/
entropy

https://www.mdpi.com/si/69989
https://mdpi.com/journal/entropy


Entropy

an Open Access Journal 
by MDPI

Impact Factor 2.0
CiteScore 5.2
Indexed in PubMed

mdpi.com/journal/
entropy

About the Journal
Message from the Editor-in-Chief
The concept of entropy is traditionally a quantity in
physics that has to do with temperature. However, it is
now clear that entropy is deeply related to information
theory and the process of inference. As such, entropic
techniques have found broad application in the
sciences.
Entropy is an online open access journal providing an
advanced forum for the development and/or application
of entropic and information-theoretic studies in a wide
variety of applications. Entropy is inviting innovative and
insightful contributions. Please consider Entropy as an
exceptional home for your manuscript.
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