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Bayesian networks are graphical tools to model
dependencies of multivariate data. Building BNs
consists of two steps: structure specification and
domain-specific parameterization. However, these
steps are iterative when communicated to stakeholders,
monitored and reviewed. They are frequently refined
using experts’ input.
Both structure and parameters can be obtained either
from data or experts, but they are typically obtained
using a combination of both. Despite the current data-
rich environment, often there are insufficient data to
evaluate future events and their interactions.
While formal protocols exist to quantify parameters in
data-sparse environments, there is a gap in well-defined
procedures for the structure specification. More
research is required to appropriately address the
inherent subjectivity involved in constructing BNs in
such environments. Moreover, transparency in
reporting, documenting, and justifying choices made
while constructing BNs should be a priority.
We invite submissions, including original research
articles and reviews, both from an applied perspective
as well as methodological developments relating to all
issues outlined above.
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About the Journal
Message from the Editor-in-Chief
The concept of entropy is traditionally a quantity in
physics that has to do with temperature. However, it is
now clear that entropy is deeply related to information
theory and the process of inference. As such, entropic
techniques have found broad application in the
sciences.
Entropy is an online open access journal providing an
advanced forum for the development and/or application
of entropic and information-theoretic studies in a wide
variety of applications. Entropy is inviting innovative and
insightful contributions. Please consider Entropy as an
exceptional home for your manuscript.

Editor-in-Chief

Prof. Dr. Kevin H. Knuth
Department of Physics, University at Albany, 1400 Washington Avenue,
Albany, NY 12222, USA

Author Benefits

Open Access:
free for readers, with article processing charges (APC) paid
by authors or their institutions.

High Visibility:
indexed within Scopus, SCIE (Web of Science), Inspec,
PubMed, PMC, Astrophysics Data System, and other
databases.

Journal Rank:
JCR - Q2 (Physics, Multidisciplinary) / CiteScore - Q1
(Mathematical Physics)

https://mdpi.com/journal/entropy

