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Introduction: The Interdependence
of Interests, Managed Truths, News,
and Facts

Manfred Max Bergman

1. Types of Fake News

Fake news, often based on fake facts, is usually understood as
misleading information presented as news. Fake news is frequently
divided into misinformation (fake news without harmful intent) and
disinformation (fake news with harmful intent) [1]. Intent, however, is
a problematic classifier: a newscaster may initially use a story without
harmful intent (for example, as a parody), but upon discovering its
serendipitous effect on their audience, they may subsequently repeat
the story with the intent to mislead. According to this dichotomy,
the same story represents both misinformation and disinformation.
Conveying the story, now classified as disinformation, to unsuspecting
members of the newscaster’s audience, who then repeat the story
as news but without harmful intent, transforms the same story yet
again from disinformation into misinformation. Recently, the term
malinformation (genuine news with harmful intent) was introduced
(Wardle, undated). Examples of malinformation are revenge porn or
the publication of studies on the potential health risks of the COVID-19
vaccine, which are intended to harm the reputation of a person or the
rollout of a health program, respectively. However, Mir [2] raises
important concerns about the classification of malinformation, i.e.,
“wrong truths”, as fake news, referring to the “Censorship-Industrial
Complex”, especially in contexts where persons or organizations
have the power to shape informational content in their favor through
sponsorship or censorship, irrespective of factual content.

Dozens of typologies of fake news have been proposed. For example,
Wardle [3] suggests seven “information disorders”: satire or parody,
misleading content, imposter content, fabricated content, false
connection, false context, and manipulated content. Reviewing
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34 academic articles on fake news, Tandoc, Lim, and Ling [4] propose
an alternative typology: news satire, news parody, news fabrication,
photo manipulation, advertising and public relations, and propaganda.
It appears that older typologies tend to focus on different ways
to diverge from the truth, while recent approaches include the
manipulation of truth itself. As such, an understanding of what fake
news is and what its consequences are requires a clearer understanding
of truth, from which fake news and fake facts diverge.

2. Types of Truth

Truth has been a scholarly subject for thousands of years, and
the following does not do justice to this scholarship. Instead, what
is presented here is an abbreviated reflection on truth from a social
science perspective, which owes a great debt to philosophy, social
theory, and science studies.

Factual truth: Possibly the most classical and dominant proposition
about truth is that truth statements (sometimes referred to as truthful
propositions or true beliefs) directly relate to facts. In other words,
this type of truth necessitates the existence of an objective reality
made up of facts that exists irrespective of how humans think of
or act toward it. The problem here is that this proposition requires
the definition of a fact, which leads to an unavoidable tautology,
namely, that a fact, here an organizing principle of reality, is that which
is true. According to the World Health Organization, for example,
“Coronavirus disease (COVID-19) is an infectious disease caused by
the SARS-CoV-2 virus” [5]. Five facts are necessary to render this
statement factual: the factual existence of COVID-19, the factual
existence of infectious diseases, the factual classification of COVID-19
as an infectious disease, the factual existence of the SARS-CoV-2 virus,
and the factual existence of the causal link between the virus and
the disease through infection. If all these are factually established,
then the statement by the WHO is factually true. But from a factual
truth perspective, this statement can only be true if all elements in the
statement are factual. I have no reason to doubt the veracity of this
statement, given that I have read countless scientific and journalistic
articles on COVID-19. I have been infected with the virus multiple
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times and observed it infecting others, and I have listened to scholarly
exchanges between virologists on this matter. Furthermore, this
statement also makes sense to me, as it does to the great majority
of members of my peer group. However, none of these reflections
and experiences renders my belief in the truth of this statement a
factual truth.

Data-centric truth: There is a large toolbox of methods with
which to investigate truth through evidence. While data-centric
truth is often equated with factual truth, especially since evidence
is incorrectly understood as indicative of truth, it is at best an
approximation. Sometimes, data are imperfect indications of truth
(and, sometimes, they lead away from truth or are nothing but “noise”),
and even the “right” data can be (mis)interpreted in a variety of
ways. Empirical methods themselves are subject to multiple biases that
thus further obfuscate direct access to factual truth. Data-centric or
evidence-based truth statements are limited by multiple assumptions
and limitations imposed through the very activity of empirical inquiry.
Truth statements based on rigorously applied empirical methods
may come close enough to factual truth, but it is rarely possible to
measure the exact difference between data-centric truth and factual
truth. For example, many studies have examined the national or global
prevalence of COVID-19 infections. Understandably, these numbers
vary widely depending on how COVID-19 prevalence is defined,
identified, and measured (e.g., extrapolation from sample populations
with antibodies or via statistical modeling) and the inferences drawn
from subpopulations assessed with different degrees of rigor. Based
on a specified set of data and methods and within their corresponding
limitations, empirical evidence will provide nothing but an estimation
of factual truth based on imperfect data and imperfect methods. The
resulting prevalence cannot be understood as factual truth but merely
an approximation.

Deliberative truth: Expertise has an interesting status in relation
to truth. While most believe that experts have privileged access
to knowledge and thus truth, we also have developed a healthy
doubt about expertise. Furthermore, in some applications, we are
increasingly recognizing the expertise of lay persons. Accordingly,
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deliberation among experts, among lay persons and experts, or
among lay persons is often used in think tanks or transdisciplinary
research approaches to improve on the limits imposed by conventional
researchers or experts. As part of co-designing research and
co-creating knowledge, deliberation, participation, and, to some extent,
democratic decision making during the investigative search for truth
become part of the production of truth statements. In this sense,
truth is not merely extracted from data using scientific methods but
instead negotiated with significant stakeholders by employing various
participatory techniques, which may or may not include data and
methods. From a deliberative truth perspective, the “best” mode
of a COVID-19 vaccine rollout may be identified based on what a
heterogeneous group of relevant stakeholders judges to be best. While
this approach to truth makes, in particular, knowledge-to-practice
economically viable, politically defensible, and culturally acceptable,
we may never know if what the group decided at a specific place and
time was indeed the “best” method for the rollout. In other words,
how many Katalin Karikós and Drew Weissmans, the discoverers of
nucleoside base modifications that enabled the development of mRNA
vaccines against COVID-19, need to be in the room to negotiate the
right approach to mRNA vaccine development?

Systemic truth: Truth may also be understood as system-specific
such that a truth statement is true if it coherently relates to other
truth statements within a particular system. In this variant, truth is
derived from the coherence it forms with other truth statements within
a system, and no external references to facts are necessary to maintain
the veracity of systemic truth. As stated earlier, the majority of my
peers and I believe in the infectious properties of SARS-CoV-2 and
the adverse health outcomes that this virus can cause, especially in
vulnerable populations. There must be hundreds of overlapping and
confirmatory beliefs that I hold that make me consider the WHO’s
statement a statement of truth. However, the architecture of truth
statements shared by other communities may be as well supported as
mine, except that their system-specific truth statements make members
of this community doubt that such a virus exists or believe that if it
exists, it is no more harmful than the common cold.
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Holistic truth: Instead of multiple truth systems that may overlap
or even compete with each other, a wider understanding of truth
would include the entirety of all existing truth statements, irrespective
of their relation to so-called facts or reality and regardless of their
degrees of coherence with each other. Truthfulness in this sense
is not attributable to singular statements but to the entirety of all
existing statements. Truth statements associated with the existence
or inexistence of COVID-19 are part of a discursive environment that
does not necessitate evaluation criteria beyond their existence or their
coexistence with other truth statements. Thus conceptualized, holistic
truth is generated as a cacophony of truth statements, and its product
is the entire collection of truth statements, as illustrated by the content
of various social media channels.

Egocentric truth: Egocentric truth systems do not refer to the
entirety of possible truth statements within a system. Egocentric
truth may be nothing more than truth statements uttered by an
individual in a specific time and place. Such truth statements may
or may not form relations with each other or coalesce with truth
statements made by significant others. Instead, they may merely
reflect an agential insistence of the self as the ultimate judge of truth.
Someone believing in the power of numerology could claim that
COVID-19 emerged in 2019, numerically corresponding to 3 (2 + 0
+ 1 + 9 = 12, i.e., 1 + 2 = 3), which, to this person’s understanding,
represents the number of divinity. Given the perceived upheaval
associated with COVID-19 in 2019, this person may realize, based
on evidence gleaned from his environment in conjunction with
numerological exegesis, that the spiritual power behind the pandemic
is the Antichrist. Facial masks, according to this person, are ineffective
attempts to ward off Satan, while a COVID-19 vaccination is nothing
less than the “mark of the beast” or formal allegiance to Satan. This
individual supports this truth with evidence gleaned from the Book
of Revelation. While this example seems far-fetched, it is nevertheless
striking how egocentric truth statements about COVID-19′s origins,
physiological effects, or consequences have mutated even in relatively
homogeneous populations.
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We can draw three insights from this brief and incomplete sketch
of truth from a social science perspective: First, this concept of truth is
more complex (composed of many parts) and complicated (associated
with many extraneous elements) than the one implied by factual truth.
Second, if we could identify factual truth, then mitigating fake news
would be relatively easy. Third, all types of truth outlined here tend
toward making factual claims about truth, whether they are produced
by means of data, deliberation, systemic coherence, etc. In the end, it
is no longer the fakeness of news or facts, i.e., the distance between a
truth claim and factual truth, that is the main cause of concern; instead,
it is the factualness of facts.

3. The Interdependence of Interests, Managed Truth, News,
and Facts

Two of the most important institutions charged with investigating,
protecting, and even defending truth are science and the news media.
In my faculty, for example, doctoral candidates have to swear an
oath, wherein they must promise “to always regard the scientific
investigation of the truth as a sincere and fundamental task, to promote
this goal to the bests of my abilities, and to always act responsibly,
conscientiously and impartially in all scientific activities” [6]. Only
after this oath is taken will the successful doctoral candidate receive
their degree. While this oath is not in any way representative, many
institutions of higher learning would subscribe to norms and values
similar to those implied here.

High professional norms and values are also embedded in PBS
News Anchor Jim Lehrer’s Harvard commencement address from
2006. He proposes the following nine rules for good journalism:
“(1) Do nothing I cannot defend. (2) Cover, write, and present
every story with the care I would want if the story were about me.
(3) Assume there is at least one other side or version to every story.
(4) Assume the viewer is as smart and caring and good a person as I am.
(5) Assume the same about all people on whom I report. (6) Assume
personal lives are a private matter until a legitimate turn in the story
mandates otherwise. (7) Carefully separate opinion and analysis from
straight news stories and clearly label them as such. (8) No one should
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ever be allowed to attack another anonymously. (9) I am not in the
entertainment business” [7].

As different as both institutions may be in terms of their institutional
histories, purpose, function, funding, and societal roles, we can
nevertheless find many overlapping lofty goals associated with both
science and journalism, many of which relate to an uncompromising
commitment to the exploration and unfettered reporting of truth.
But how does this truth fare beyond decontextualized promises and
mission statements? While science and the news media indeed present
themselves as the guardians of truth (even as the guardians of multiple
and sometimes incommensurable truths), their interdependencies with
other institutions and the thus developing institutional arrangements
make it difficult to maintain the standards to which these institutions
aspire (see Figure 1).
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Figure 1. Interdependencies between science, the news media, the
public, politics, and the business sector.

Most universities, public or private, are funded in ways that
require them to be accountable to their funders. However, funding
dependencies also place increasing pressures on universities to
acquiesce to demands and conditions that may have implications
for their once lofty missions. For example, a professor may have
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received some bad press due to the content of a lecture or interview,
putting political or public pressure on the institution to act in a way
that signals to the public, business, or political actors the rigor with
which the professor has been dealt with. Or, for similar transgressions,
a university may be forced to rid itself of a university president in
order to prevent a private donor from withdrawing a significant
bequest. While these two examples seemingly deal with only two
individuals, the involved universities are sending a strong and clear
signal about acceptable and unacceptable work and conduct, thus
creating an expectation filter that will influence truth work and truth
statements regarding the respective subject and conduct arenas.

In a similar vein, a state-funded university may be judged
ideologically inadequate by a political body. By withholding funds
or guiding funding toward appointments or units that rectify this
perceived inadequacy, the university and its members receive a strong
and clear signal about the kind of truth statements that are incentivized
or discouraged. Such (dis)incentivizing is not an invitation to create
fake news or fake facts. Instead, it is an invitation to adjust discourses
and activities associated with potentially harmful or pleasing truth
statements. Simply deleting courses from syllabi, cancelling lectures
and debates, rescinding invitations to collaborate, or keeping quiet
when certain topics arise may already achieve the desired result.
Similar mechanisms exist in association with the funding of scientific
units, personal chairs, or institute directors, especially if such funding
comes with ideological strings attached. Even in these situations,
universities and their members may be free to search for truth, as
long as they do not jar with relevant public, political, or business
interests. Going one step further, many successful universities may
elect to arrange their pursuit of truth in line with public, political, and
especially business interests. Merely a disinvestment in the humanities
in favor of more life science funding may find stronger support among
the three institutions. Accordingly, the lofty mission statements
of universities are bounded by the interdependencies that provide
opportunities to some and impose limits on others. Overall, however,
such interdependencies signal to the institution and its members the
value of different types and pursuits of truth.
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The news media, despite its many differences from universities, is
in a similar position. Ruled by complex management and ownership
structures and dependent on an often declining readership and
advertisement base, conventional news outlets have difficulty
maintaining research and reporting staff to cover news as envisioned
by Lehrer. Furthermore, considerable competition from social media
channels and influencers, increasing legal threats from powerful
opinion leaders or the billionaire class, and an increasing pressure
to adjust the degree and kind of reporting of personae, organizations,
and events in ways that are conducive to news makers, advertisers, or
politically dominant ideologies may not necessarily lead to producing
fake news or facts, but these factors do create incentives to adjust truth
statements to either please or not jar unduly relevant members of the
public, political system, or business.

Attenuating, embellishing, negotiating, aligning, and carefully
managing truths as a function of interdependencies can translate into
opportunities for some and burdens for others. Such interdependencies
have contributed to what Wardle refers to as information disorders.
The pursuit of any type of truth has never been easy and unconstrained.
However, we are not only experiencing a massive surge in fake news
and fake facts, which are increasingly difficult to detect and mitigate;
more importantly, we have entered an era in which facts and news no
longer need to be fake to detract from the truth. According to Mir [2],
we are experiencing an “epistemological shift from absolute truth to
negotiated truth. . . The cultural and generational consequences will
be much deeper. The next generation will not challenge or bypass the
absolute truth; they simply will not know what it is.”

Conflicts of Interest: The authors declare no conflicts of interest.

References

1. APA. Topic: Misinformation and Disinformation. Available online: https:
//www.apa.org/topics/journalism-facts/misinformation-disinformation
(accessed on 28 December 2023).

9



2. Mir, A. ‘Malinformation’ and the Wrong Truth. 16 March 2023. Available
online: https://www.discoursemagazine.com/p/malinformation-and
-the-wrong-truth (accessed on 28 December 2023).

3. Wardle, C. The Age of Information Disorder. Available online:
https://datajournalism.com/read/handbook/verification-3/investig
ating-disinformation-and-media-manipulation/the-age-of-informati
on-disorder (accessed on 28 December 2023).

4. Tandoc, E.C., Jr.; Lim, Z.W.; Ling, R. Defining “Fake News”. Digit. J.
2018, 6, 137–153. [CrossRef]

5. World Health Organization. Coronavirus Disease (COVID-19). Available
online: https://www.who.int/health-topics/coronavirus (accessed on
28 December 2023).

6. University of Basel. Ordnung der Philosophisch-Historischen Fakultät
der Universität Basel für die Promotion, 446.540 9. 2017. Available
online: https://www.unibas.ch/dam/jcr:73d7f4b6-8a5d-4ea5-af79-57
27917155ec/446_540_04.pdf (accessed on 28 December 2023).

7. Jones, J. Jim Lehrer’s 16 Rules for Practicing Journalism with Integrity, Open
Culture. 2020. Available online: https://www.openculture.com/2020/01/
jim-lehrers-16-rules-for-being-a-journalist-with-integrity.html (accessed
on 28 December 2023).

© 2023 by the author. Licensee MDPI, Basel, Switzerland. This
article is an open access article distributed under the terms and
conditions of the Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/).

10



A Psychological Perspective on
Misinformation: Why Do
Individuals Trust Fake News?

Mariela Jaffé and Rainer Greifeneder

Abstract: Abstract: Fake news is not a new phenomenon. The
impact of misinformation, however, has increased massively in recent
years, as the internet and social media have allowed the spread of
true and false information at exceptional rates to an unprecedented
number of recipients. We offer a psychological perspective on
misinformation and discuss reasons why people may believe and
share false information. When people process information, they
rely on cognitive shortcuts which may increase the likelihood of
believing information that, for example, has been heard before
(repetition–truth effect), is associated with non-probative pictures
(truthiness bias), is presented in a negative frame (negativity bias), and
is in line with personal opinions (confirmation bias). Understanding
these tendencies allows mitigation measures to be designed that
enable news providers, social media platforms, and individuals to
combat misinformation. Here, we integrate selected research to
discuss options for social media platforms to reduce the sharing of
misinformation. Moreover, we compile a set of recommendations for
individuals, allowing them to create their own truth toolbox. Using
this toolbox may enable them to critically approach and navigate
information in everyday life.

1. Fake News in the Past and Today

News is and has always been part of our daily lives. When we get
up, we check news headlines on our phone, listen to updates on the
radio, or enjoy a cup of coffee while browsing through the newspaper.
Over the last years, more and more of our news consumption has
begun to take place online. People read the newspaper online, watch
the news whenever they have a break, and listen to a podcast that they
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can start whenever they like. News, moreover, is not only consumed
online, but also more and more via social media. Instead of looking
at the website of a newspaper or public television channel to learn
about what is happening in the world, people open Facebook, Twitter,
Instagram, or other social media applications and see a curated mix of
news items, texts, and pictures from organizations or people they are
connected with, as well as advertised posts. Oftentimes it is on these
platforms that people access information about political and social
events and news of any kind [1].

Whenever people are in contact with news, they likely encounter
misinformation, too. In the months up to the 2016 US election,
researchers estimated that each voting age participant in their study saw
an average of 5.5 fake news articles within 1.5 months [2,3]. Fake news
is defined as “false, often sensational, information disseminated under
the guise of news reporting” [4]. One may further want to distinguish
between misinformation (meaning information that is false but not
necessarily intended to harm) and disinformation (information that
is false and was designed to mislead the recipient) [5]. As, however,
the intention cannot be identified with certainty from the outside, we
use the term misinformation throughout the chapter. While it may
be tempting to think that misinformation is solely associated with the
widespread use of social media, this is not necessarily true see, e.g., [6].

A misinformation campaign has been documented as far back as
1274 BCE: Ramses II wanted to pretend that his campaign on the city
of Kadesh was successful (which it was not). To spread his version
of the story, however, he had to rely on a commissioned poem that
was circulated on papyrus as well as on texts that were carved into the
stones of royal architectural sites, eventually accompanied by reliefs
for the illiterate viewer [7]. Back then, spreading misinformation was
a costly and slow endeavor.

The invention of the printing press by Johannes Gutenberg in
the 15th century made the distribution of text much easier, but it
was still far away from today’s reach via social media, which enables
individuals and organizations to spread information (and therefore
also misinformation) to a large audience with a few clicks to a large
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audience. Today, even non-human agents such as algorithms, social
bots, etc., can spread information.

Misinformation, therefore, represents a long-lasting problem
for past, current, and presumably future generations. As the
opportunities to spread misinformation increase to unprecedented
levels, the consequences can be serious [6]. Misinformation contradicts
individuals’ preferences to make well-informed and reason-based
decisions [8]. Misinformation can change actions with grave
implications. For instance, after being confronted with misinformation,
individuals reported lower intentions to use tracking apps to combat
the spread of SAR-COV-2 [9]. Fake news also decreases interpersonal
trust and trust in democratic institutions [10,11], which are the basis
for peaceful human interactions and societal prosperity.

To discuss potential measures to counteract the problem, in a
first step we provide selected findings from psychological research to
illustrate why people believe in misinformation and may contribute
to its distribution by liking and sharing it on social media. While the
creation of misinformation is sometimes associated with malintent (this
is particularly true, by definition, when we discuss disinformation),
this is not necessarily the case when recipients like or share a news item.

2. Why Do People Believe and Share False Information?

When consuming news, people may operate under the
assumptions that their communication partners follow the maxim
of quality [12]. This maxim holds that communication partners share
what they themselves believe to be true. Traditional media channels
such as newspapers reassured this belief by self-imposing ethical norms
for journalism see, e.g., [13]. However, the maxim of quality and the
norms of ethical journalism do not apply to agents that create fake news
and harm. As people expect truth i.e., have a truth bias, see [14], they
generally do not anticipate lies and deceit and can therefore become
easy prey for those who want to manipulate.

Next to the problem of operating with a truth bias, individuals
might also be ill equipped to detect misinformation due to the nature of
information transmission in social media and everyday life. As articles
in newspapers are long, errors and inconsistencies are more easily
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detectable. On social media platforms, in contrast, articles are mostly
displayed as text snippets that leave less room for inconsistencies to
occur, which makes it more difficult for users to assess veracity [10].

Another reason for peoples’ difficulties in detecting
misinformation is the way information is processed. When
investigating human information processing, dual-process theories
in psychology argue that people have two parallel and independent
processing modes. Epstein et al. [15], for example, refer to a rational
system and an experiential system. The rational system operates on a
conscious level and is primarily analytical. The experiential system
is instead assumed to be more automatic, affect-driven, and reliant
on heuristics [15]. Kahneman and Frederick (2002) and Kahneman
(2011) [16,17] refer to the decision modes as System 1, which is intuitive,
automatic, and effortless, and System 2, which is reflective, slow,
and effortful.

Whether people rely more strongly on System 1 or System 2
depends on situational and personal variables (e.g., time pressure
and/or individual preferences). However, when it comes to the
processing of everyday information such as news, the experiential and
intuitive System 1 may be faster in proposing reactions [16] and System
2 may be too slow and effortful in eventually correcting the wrong
impression e.g., [18]. Consistent with this assumption, Bago et al. [19]
show that participants who engaged in more reflective reasoning (i.e.,
where the rational System 2 was dominant) were also better at telling
true from false news. In a different line of work, the authors showed that
reliance on emotion, associated with System 1 processing, increased the
likelihood that misinformation is believed to be true [20]. If people (a)
do not have a preference for reflective reasoning, (b) are not prompted
by situational cues to engage in effortful processing, or c) prefer to
rely on emotions or are nudged to do so, it appears likely that they
will use System 1 to process news, meaning that they rely on cognitive
shortcuts (i.e., a rule of thumb). Oftentimes, these shortcuts may lead
to outcomes that would have resulted from System 2 processing, too,
but in a context where deceit and manipulation are present, certain
shortcuts may impede truth judgments. By way of example, we here
discuss four shortcuts and their potential shortcomings in the context
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of truth judgments: the repetition–truth effect, the truthiness bias, the
negativity bias, and the confirmation bias or partisanship.

2.1. Repetition–Truth Effect

Prior exposure to news may critically influence how we perceive
it during a subsequent encounter. Indeed, repeated exposure to a piece
of information (compared to seeing it only once) increases the belief
that the information is true see e.g., [21]. This phenomenon is called
the repetition–truth effect [22] or the illusory truth effect [11,23].

Hasher et al. [24] asked participants to listen to a set of true and
false but always plausible statements on three successive occasions.
Some of the statements were presented repeatedly, whereas the rest
of the statements were presented only once. Participants were then
asked for truth ratings, and results show that repeated statements were
more likely to be judged as true compared to statements presented
only once. Presumably, hearing or reading a piece of information again
increases the ease with which the item can be processed, making it
appear familiar. Familiarity (or the ease of processing itself), in turn,
can be used to judge whether a statement is true. Research shows that
individuals consistently and strongly rely on the ease of processing
to judge truth even in the presence of valid declarative information
that speaks to the contrary [25]. This heuristic strategy may result in
valid judgments as long as true things are repeated again and again,
whereas false things are not [12]. However, in post-truth times where
disinformation is created to manipulate beliefs and is, as research
shows, eventually distributed faster and further compared to true
information [26], the ease of processing may falsely indicate truth.

Pennycook et al. [11] tested the repetition–truth effect in the
realm of misinformation. Working with news headlines, the authors
showed that headlines that participants had seen before and that were
therefore easier to process were subsequently more likely to be judged
as true. This was the case for both true and false news, and also when
participants were explicitly warned and not warned about fake news.
This means that if news is repeatedly presented, it is more likely to be
judged as true—even if it contains a low level of overall believability
or is labeled as contested by fact checkers [11,25].
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2.2. Truthiness Bias

News is often accompanied by pictures Newman and Zhang
2020 [27]. These pictures may further illustrate or explain the content,
and are thus probative, or they may only be decorative and are thus
non-probative (e.g., a picture of Windsor Castle in a report on Queen
Elizabeth II’s health). Interestingly, even though it is non-probative,
the presence of a decorative picture may impact judgments of truth.
Showing participants a picture of a famous person accompanied with
the statement that this person was dead or alive, for example, and
then asking participants whether this was true resulted in higher truth
ratings [28]. This truthiness bias is not contingent on positive messages
(e.g., the famous person is alive), but works for negative messages as
well [28].

Pictures may increase perceived truth, especially when people
do not know whether something is true or false. In such situations of
ambiguity, individuals may rely on associations, feelings, and their
processing through System 1. Non-probative, decorative pictures
may also facilitate conceptual processing of the information [27], thus
increasing fluency. Furthermore, pictures may help people to generate
pseudo evidence, meaning that whatever statement people see, they
might selectively interpret information in the picture as consistent
proof [28]. Combining a misinformation headline with a picture [27]
may therefore increase perceived truthfulness and deceive recipients.

Aside from truthiness effects, adding pictures to statements may
also boost the intention to like and share the information, thereby
distributing the information further on social media [29].

2.3. Negativity Bias

Individuals are more likely to attend to, process, and remember
negative information compared to positive (negativity bias) [30,31].
Moreover, negative information is also more salient and diagnostic
compared to positive information [32]. All of these aspects may
impact judgments of truth if information is framed negatively rather
than positively.

Hilbig [33,34] showed that framing an identical piece of
information negatively compared to positively results in a higher
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likelihood of the statement being judged as true. For instance, after
learning that “XX% of marriages are divorced within the first 10
years”—compared to the equivalent information of “100—XX% of
marriages last for at least 10 years”—participants perceived the
statement as more likely to be true. Focusing on the downsides
compared to the upsides might be particularly compelling and could
therefore result in people being more likely to trust negatively framed
information. Further research has replicated and extended the
negativity bias in judgments of truth e.g., [35,36]; for instance, the bias
appears to be more pronounced in the here and now, meaning when
statements refer to a spatially close place (the country people live in)
rather than to a more spatially distant place [36].

A particularly effective way to create a negative frame is through
the use of negation. Negation is a semantic operator that frames a
conceptually positive concept in a negative way [37]. Statements such
as “XX% of marriages do not last for at least 10 years” are more likely
judged as true compared to the equivalents of “100—XX% of marriages
last for at least 10 years”. Additional studies explain this effect by
showing that negation may increase the realm of possible states in
which a statement could be true [37]. Rephrased in the words of Tolstoi
in his 1877 novel Anna Karenina, every unhappy family is unhappy in
their own way, whereas all happy families are alike [38]. As negating
a positive concept (e.g., happy) increases the number of situations to
which a statement may pertain (e.g., there are so many different ways
to be not happy), the base rate likelihood of being true may be higher
for negated compared to non-negated content.

Creators of misinformation may aim to intentionally increase the
chances that statements appear as true by intuitively or deliberately
framing content negatively compared to positively. They may highlight
the number of disagreements versus agreements, or mention the
percentage of people who do not have access to health insurance
versus the percentage of people who have access.

2.4. Confirmation Bias, Partisanship, and Cognitive Reflection

People like to selectively expose themselves to information, news,
and people that confirm their attitudes and beliefs [39,40]. People
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are more likely to spend time and engage with content if it is in line
with their preferences; they prefer information that confirms what they
already believe (see [40,41]).

When it comes to news and truth judgments, a message is more
likely to be perceived as true when it is compatible with other things
a person knows [42], and people may, furthermore, be motivated to
persuade themselves to believe what they want to be true [18]. People
have a “tendency to seek out, notice, and favor information that is
consistent with one’s attitudes, beliefs, and behaviors” [39], and if
people encounter information that is in line (or concordant) with their
political positions, they are presumably also more motivated to believe
this information to be true partisan bias [43]. Concordant news items
might therefore create blind spots for deception detection. People may
continue to process concordant information intuitively and without
effort (System 1), and if this processing is not interrupted (e.g., because
something seems incoherent or out of place), falseness may be difficult
to detect and truthfulness simply assumed [42].

Pennycook and Rand [23] investigated the impact of motivated
reasoning and cognitive reflection on the detection of misinformation.
They compiled data from 14 studies to investigate to what extent
partisanship impacts truth ratings for concordant versus discordant
actual news posts from social media (true and false). In addition, across
studies, participants’ cognitive reflection was assessed to measure
analytical thinking. The authors show that partisanship is associated
with overall belief in the news headlines (meaning belief in both true
and in false headlines). Furthermore, concordant (versus discordant)
news items are more likely to be judged as true. However, this
effect is smaller than the effect of veracity: “true but politically
discordant news is typically believed much more than false but
politically concordant news—politics does not trump truth” [23,44].
The authors furthermore looked not only at overall belief but also at
truth discernment. Truth discernment reflects the difference between
the number of true items correctly identified as true (hits) and the
number of false items incorrectly identified as true [45]. Described
differently, truth discernment reflects people’s ability to distinguish
between true and false news [23]. Surprisingly, results show that
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people are better at discernment when judging concordant versus
discordant information.

Studies, furthermore, have shown that people with high (versus
low) scores on the cognitive reflection test also show higher levels of
truth discernment. Cognitive reflection seems important in telling
truth from tales, and the authors argue that people’s ability to detect
misinformation might be endangered in situations where they are
more likely to process information using System 1. Strengthening
or activating reasoning, making people “think better even without
thinking more” [46], can help people to pause and reflect on their prior
knowledge, which may result in more informed and better judgment
when it comes to telling truth from tale [45,47].

3. What Can News Providers, Social Media Platforms, and
Individuals Do to Combat Misinformation?

Distinguishing fake from true news is difficult when people
operate under the assumptions that mostly true information is
communicated and when they process information rather effortlessly
and intuitively. Some of the research reviewed here so far suggests
that misinformation may be more likely detected when people process
information under System 2 (compared to System 1). How can news
providers and social media platforms create an environment in which
people are more likely to stop and reason before they engage with
news items?

One potential change in the environment could be to ask truth
questions before users engage with news items. Pennycook et al. [48,49]
tested this strategy in several studies. They assigned participants to
an accuracy or a sharing condition and showed all participants true
and false news items. In the accuracy condition, participants were
asked to judge the truthfulness of the news items. Results suggest that
participants perceived true statements as more likely to be true when
compared to false statements. In the sharing condition, participants
were asked to indicate their intention to share the news item. When
sharing news, participants differentiated less between true and false
news. This may suggest that judgments of truthfulness and sharing
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are disconnected; put differently, people may share independently of
judging truth.

This disconnection can be explained by inattention to accuracy
(presumably due to intuitive and effortless information processing).
The authors conducted further studies in which they created a
combined condition: they asked participants to rate perceived accuracy
for one news item before deciding whether or not to share it. Here,
participants were less likely to consider sharing false news compared
to the control group that was not prompted to evaluate accuracy
before sharing [48]. The authors conclude that making accuracy more
salient by asking people to focus on it reduces the likelihood that false
information is shared.

This strategy can be applied in multiple ways. Users could
be asked occasionally to rate the accuracy of a single, non-political
headline before engaging with online content [48]. This approach
would also allow platforms to collect crowd ratings on news
items or news outlets that they could then use to find and fight
misinformation [50,51]. Another strategy to increase more careful
information processing could be to attach warnings to news items that
fact-checkers have found to be false [23]—again, this would have the
potential to increase the likelihood of reason-based decision making,
as it would increase the salience of accuracy [50].

If these interventions could reduce the sharing of misinformation,
much would be won—for news providers, social media platforms, and
users alike. However, individuals might not even engage with the
majority of news that they are exposed to on social media, but simply
skim it, without clicking on the link to the full article [23]. Further
strategies [23] are therefore required to generally reduce the amount
of misinformation on these platforms.

4. Building a Truth Toolbox to Navigate Information in Everyday
Life

In the previous section, we highlighted strategies that news
providers and social media platforms could use to create a better
environment to curtail the spread of misinformation. Individuals
may also apply some of the recommendations to increase their own
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abilities to critically approach and navigate information in the 21st
century. Here, we illustrate potential strategies based on the research
discussed above. We provide recommendations by means of four
different questions, and further research may further test these and
add to collections of potential measures to combat misinformation [52].

4.1. Question 1: Do I Believe the Piece of News to Be Accurate?

Before engaging with news content on social media, people may
create a small boost, (see [53]) for themselves by actively asking
whether they believe that a piece of news is accurate. This measure
might prevent them from falling for a misinformation item, but also
from liking or sharing it [48].

4.2. Question 2: Is There a Reason for Undue Familiarity?

When coming across a news headline that seems true, people may
ask themselves why they think it is true. Does it feel familiar? Have
they heard the message before? And if yes, do they remember where
they came across that piece of information? In general, familiarity can
serve as valid cue for truth, but having read a message over and over
again can increase felt truth even though the message is false [11,25].
People may test against their impression of familiarity by checking the
sources [5] and seeing whether the news is corroborated by different
news outlets. They could further engage in lateral reading, meaning
that they check other websites to test the credibility of the source of
the news item that they are trying to evaluate [5,54].

4.3. Question 3: Is the News Plausible Even When Disregarding Potential
Pictures?

Decorative but non-probative pictures may increase a news item’s
truthiness. To counteract, people may double check the news’ content
whenever it is accompanied by a non-probative picture.

The truthiness effect, furthermore, seems to be attenuated when
people have high prior knowledge [27]. If no prior knowledge is
available, people could check the source of both the news and the
picture and investigate whether they can find similar support for the
claim on different platforms to increase their own knowledge.
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Warnings could seem a plausible strategy to prevent people falling
for misinformation, but research indicates that while warnings may
increase the accuracy when judging claims, they may not reduce the
truthiness effect happening due to pictures [27]. Instructing people
to ignore pictures may work, but this may be difficult to implement
when reading news online [27]. Hopefully, the awareness of the
truthiness effect of pictures may nevertheless help people to look
at ambiguous information twice and will thereby increase people’s
chances to detect misinformation.

4.4. Question 4: Is the News Framed in a Way That Increases Truthiness?

A news headline may further be framed in a negative way to grab
the readers’ attention or to deliberately increase the chances that the
messages is judged as true [55]. When encountering a headline that
may seem very compelling, people may choose to reframe the message
as a test. When reading “XX% of people are not satisfied with their
looks”, they might translate this to “100—XX% are satisfied with their
looks” and investigate whether such a change in framing would still
sound compelling. Furthermore, they could again test the information
by looking at additional and different sources.

5. Conclusions

Societies have faced, are facing, and will face misinformation.
While the distribution of misinformation has been slow and effortful
in the past, the internet and social media have accelerated the speed
with which news can be distributed and increased the number of
people it can reach. This tendency is worrisome, as misinformation
may lead to health-endangering behavior and erode trust in society
and democracy. Measures to reduce misinformation and its spread
are required. Furthermore, people’s abilities to detect true and false
information need to be strengthened so that they can better navigate
online platforms and the landscape of news in the 21st century.
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Doctor Facebook: Social Media and
Health (Mis)Information

Jorge Revez

Abstract: Abstract: Using Facebook and other social media tools for
information consumption is a pervasive habit. Health information
is a relevant part of information activities and behavior, and its
importance has been highlighted during the COVID-19 pandemic.
The Facebook news feed has arisen as an information channel for
many individuals who read and share health information, including
fake news and material from sources of disinformation, for different
purposes, disregarding basic assessment criteria or fact-checking
strategies. This chapter intends to relate the current knowledge about
online health information behavior through social media, focusing
on Facebook, COVID-19, and the misinformation phenomenon. A
literature review was performed using 51 recent works (published
between 2020 and 2021). The main goals were to understand online
information behavior in the social media setting; assess the landscape
of fake or misinformed health information transmitted through
Facebook; and evaluate the relationship between Facebook and
health information during the COVID-19 pandemic. The results
show two dominant research approaches: information behavior
analysis, mostly acquisition and sharing activities, and online content
analysis, focusing on infodemics, social behavior, and public health
authorities’ communication strategies. Despite serious concerns
about misinformation, research has revealed a yet uncertain scenario
regarding solutions to counter this public health issue.

1. Introduction

Health information is a relevant part of information-seeking
behavior [1–4]. Among other subjects, health represents a major
concern for citizens, but in most countries, healthcare access is not
universal. Even a small piece of advice or a simple conversation with a
healthcare professional is not easily achievable. In developed countries,
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there is also the phenomenon of looking for health information on social
media despite having better health systems. Therefore, many rely on
online information to satisfy their information needs and are exposed
to a diversity of health-related information, often without sufficient
quality or accuracy. This scenario worsened with the emergence and
development of the coronavirus pandemic: “The digital divide has
become much more obvious as a result of the COVID-19 pandemic
in 2020. With doctors’ surgeries closed or operating only through
telephone communication, and hospitals rescheduling even serious
conditions because of the need to deal with the pandemic, more people
turn to online sources of health information” [5] (p. 35).

These online sources reveal the relationship between information
behavior and social media and their strong connection [6]. However,
social media exposure may have a significant relationship with
information overload as well as information anxiety [7]. This might
help to explain the return to traditional mass media during the
COVID-19 crisis [8]; an example is television, which has mostly been
used by public authorities and health experts to convey hours’ worth
of what could be considered health information.

In the social media ecosystem, Facebook (founded in 2004) is the
leading platform. According to Statista, “With roughly 2.89 billion
monthly active users as of the second quarter of 2021, Facebook is the
biggest social network worldwide” [9]. In the last ten years, Facebook
has increased its monthly active users from 739 million (Q2 2011) to
almost 3 billion. Recently, Facebook Transparency Center published
a first quarterly report (Q2 2021) entitled Widely Viewed Content
Report: What People See on Facebook [10]. This report “provides an
overview of the content that reaches the most people on Facebook” [11]
but only “captures views of public content in News Feed, including
recommended content, seen in the United States” [10]. Not surprisingly,
“most content views in News Feed during Q2 2021 came from posts
shared by the friends, Groups and Pages people were connected to
(for example, people they had chosen to add as a friend, Groups they
had joined, Pages they followed and so on). Only about 9.5% of all
News Feed content views in the US during Q2 2021 came from content
that was not shared by Groups people joined, friends or Pages people
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follow” [10]. In this report, Facebook reveals a somehow closed setting
for information consumption, as most of the content viewed did not
include a link to a source outside the platform: “the majority of News
Feed content views in the US were on posts without links and were
from content viewers’ friends or from Groups they were connected
to” [10]. Despite these findings, news sharing is an important social
media behavior, as receiving valuable comments on shared news
content leads to a sense of influence, and seeking others’ opinions
increases involvement more than sharing one’s own opinion [12].

During the COVID-19 pandemic, online health information
behavior became a major issue for governments, public health
authorities, and healthcare professionals. The Facebook news feed
(personal profiles, pages followed, and group activities) rose as an
information channel for many individuals who read and share health
information, including fake news and materials from disinformation
sources, for different purposes, disregarding basic assessment criteria
or fact-checking strategies. Fake news, disinformation, misinformation,
infodemics, and other concepts, have emerged or re-emerged as an
alert for authorities and academics. A previous review found that
“social media platforms, although providing immense opportunities
for people to engage with each other in ways that are beneficial, also
allow misinformation to flourish” and that “there is broad consensus
that misinformation is highly prevalent on social media and tends to
be more popular than accurate information, while its narrative often
induces fear, anxiety and mistrust in institutions” [13] (p. 8). The
rising pandemic and global lockdowns, together with an increasing
degree of online information consumption [14], brought together the
ingredients for the degradation of the social media arena, as many
users started producing and sharing low-quality content with obvious
perils for public health, revealing the “co-existence and interaction of
two domains: technology and health literacy” [15] (p. 525).

One of the strongest reactions against misinformation came from
the World Health Organization (WHO) [16], which warned of an
‘infodemic’, mostly consisting of fake news [17]. An infodemic, “simply
put, is an overabundance of information, good and bad. Together,
it forms a virtual tsunami of data and advice that makes it hard
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for people in all walks of life to find clear messages, trustworthy
sources and reliable guidance when they need them. Some of it is
merely confusing, but some of the misinformation can be actively
harmful to life” [18] (p. 1). In April 2020, the WHO held a global
online consultation on managing the COVID-19 infodemic. Among
several specialists, Facebook representatives stated that the company’s
goal was “to support global public health work and keep people
safe through a twofold strategy of (1) connecting people to accurate
information from credible sources; and (2) stopping the spread of
misinformation and other harmful content” [18] (p. 10). The Facebook
strategy consisted of two parts: first, Facebook developed a coronavirus
information center connecting user experience with credible sources
of information; second, false claims, like cures or conspiracy theories,
started being removed. In February 2021, after abundant social debate
and a lot of criticism, Facebook announced additional efforts to remove
more false claims on Facebook and Instagram about COVID-19 [19].
The COVID-19 policy updates and protections statement announced
that the company would “remove misinformation when public health
authorities conclude that the information is false and likely to contribute
to imminent violence or physical harm” [20].

Besides these efforts, the major problem of misinformation
circulation is that despite being false information, it “was not created
with the intention of hurting others. Misinformation is often started by
someone who genuinely wants to understand a topic and cares about
keeping other people safe and well. It is then shared by others who feel
the same. Everyone believes they are sharing good information—but
unfortunately, they are not. And depending on what is being shared,
the misinformation can turn out to be quite harmful” [21]. Much more
dangerous is disinformation, that is, “false information created with
the intention of profiting from it or causing harm. That harm could
be to a person, a group of people, an organization or even a country.
Disinformation generally serves some agenda and can be dangerous.
During this pandemic, we are seeing it used to try to erode our trust in
each other and in our government and public institutions” [21].

The development of fact-checking strategies and tips for
navigating the infodemic [21] is important but faces a major challenge,
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as “beliefs and values do occur in information behavior research,
mainly in relation to health information” [5] (p. 36). The problem is not
only about the truth but what we want (or do not want) to be the truth.
Therefore, truth is no longer related to authority, expertise, or real
facts but to interpretation, perception, emotions, and sentiments [22].
Post-truth [23] has emerged as a new information environment and
behavior: “The overconsumption of information fueled by the internet
has produced a so-called “post-truth” society in which people consume
information that reaffirms their pre-existing beliefs and ideologies
rather than attempting the difficult task of identifying the truth” [24]
(p. 1).

The fake news phenomenon also represents a deeper crisis, as a
crisis of truth is principally a crisis of trust [25,26]. Greater problems
lie beneath the surface, like the politicization and weaponization
of information, the traditional media crisis, and the technological
incapacity to control the spread of misinformation [27]. One literature
review provided the following typology of fake news: news satire, news
parody, fabrication, manipulation, advertising, and propaganda [28].
Anstead refers to three forms of fake news—fake news as satire, fake
news as misleading content, and fake news as populist rhetoric—but
observes them as distinct responses to an ongoing and evolving
crisis of democratic and media legitimacy [8]. These traditional
and authoritative elements were challenged by the consequences
of pluralism, which were somehow exacerbated by social media and
its different fora of (free) speech. This is a paradox, as fake news is
part of democratic life but is profoundly anti-democratic. The future
management of fake news on social media sites will probably combine
two approaches, namely, high-profile takedowns and discrete changes,
thereby adjusting how content is presented and consumed by users [8].

Adopting the user’s perspective and shifting away “from the
structured information system and toward the person as a finder,
creator, and user of information” [29] (p. 6), information behavior
studies are useful for assessing this new landscape. Information
behavior is “a shortened form of the behavior of humans in relation to
information. It denotes how we act towards information, how we seek
it or discover it, how we use it, how we exchange it with others, how we
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may choose to ignore it, and, by extension, how we learn from it and act
upon it” [5] (p. 14). It “encompasses information seeking as well as the
totality of other unintentional or passive behaviors (such as glimpsing
or encountering information), as well as purposive behaviors that do
not involve seeking, such as actively avoiding information” [29] (p. 5).

Following previous research [13], this chapter intends to delineate
the current knowledge about online health information behavior
through social media, focusing on Facebook, COVID-19, and the
misinformation phenomenon. Therefore, the main goals of this chapter
are to understand online information behavior in the social media
setting; assess the landscape of fake or misinformed health information
transmitted through Facebook; and evaluate the relationship between
Facebook and health information during the COVID-19 pandemic. To
achieve these goals, the materials and methods used in this research
are outlined in Section 2. Section 3 reports the main findings of the
literature review, and Section 4 provides a discussion, followed by the
conclusions of this research.

2. Materials and Methods

To analyze current research about online health information
behavior exhibited on social media, a non-systematic literature review
was performed. The first retrieval used a combination of search terms
encompassing the primary concepts of health, Facebook, COVID-19,
and fake news, disinformation, and misinformation. An attempt to
include the concept of information-gathering behavior in a unique
string yielded no results. Therefore, a screening process and analysis
were afterward used to refine the dataset. Later, during full-text reading,
the citations and references found pointed to other information sources,
and the most relevant were included and reviewed.

2.1. Data Extraction

The literature was first retrieved on 6 September 2021, using the
Scopus database, with regard to its importance, relevance, quality, and
inclusiveness, for example, in comparison with Web of Science [30]. The
scope of the literature review was not limited to one region. Also,
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there were no limitations concerning the languages of publication,
though the search terms were only used in English. The search strategy
intended to combine the different research topics. The following
query was applied to titles, abstracts, and keywords: health AND
Facebook AND (fake OR disinform* OR misinform*) AND (COVID-19
OR coronavirus). This query returned 51 results, which corresponded
to papers published between January 2020 and September 2021. The
results were refined to include only articles, reviews, and conference
papers, as there were no book chapters within the results, thus yielding
48 results. These were exported to an MS Excel spreadsheet. The
48 results included 39 articles, 5 conference papers, and 4 reviews.
Afterward, titles and abstracts were reviewed, and the following
exclusion criteria were applied: exclude all material not specifically
related to Facebook or online information behavior. One of the papers
reviewed was withdrawn by the author and therefore also excluded.

2.2. Final Dataset

The core set was reduced to 36 works (Table 1), published between
2020 and 2021, corresponding to empirical studies from the USA, the
UK, Australia, Japan, Nigeria, Denmark, Brazil, Philippines, Iraq, and
Gaza, among other countries. A global perspective is reflected in this
core set; however, during full-text reading, other references emerged,
forming a final dataset of 51 works reviewed. Nevertheless, the overall
sample is only a part of all the literature published about these subjects,
and it was hardly conditioned by the keywords initially used to form
the core set of publications.
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Table 1. Core set of publications for analysis (n = 36).

Title Publication Reference

“Ask a doctor about coronavirus”:
How physicians on social media
can provide valid health
information during a pandemic

Journal of Medical
Internet Research [31]

A Survey of COVID-19
Information Dissemination
Behavior of Library and
Information Professionals in
Nigeria

Library Philosophy and
Practice [32]

Adaptation to SARS-CoV-2 under
stress: Role of distorted
information

European Journal of
Clinical Investigation [33]

Addressing COVID-19
misinformation on social media
preemptively and responsively

Emerging Infectious
Diseases [34]

Artificial intelligence-enabled
analysis of public attitudes on
facebook and twitter toward
COVID-19 vaccines in the United
Kingdom and the United States:
Observational study

Journal of Medical
Internet Research [35]

Awareness on spread of
misinformation and its effect on
public with regard to COVID-19

International Journal of
Current Research and
Review

[36]

COVID-19 misinformation:
Accuracy of articles about
coronavirus prevention mostly
shared on social media

Health Policy and
Technology [37]

COVID-19 on Facebook Ads:
Competing Agendas around a
Public Health Crisis

COMPASS
2020—Proceedings of
the 2020 3rd ACM
SIGCAS Conference on
Computing and
Sustainable Societies

[38]
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Table 1. Cont.

Title Publication Reference

COVID-19 vaccine rumors and
conspiracy theories: The need for
cognitive inoculation against
misinformation to improve
vaccine adherence

PLoS ONE [39]

COVID-19, a tale of two
pandemics: Novel coronavirus
and fake news messaging

Health Promotion
International [15]

COVID-19-Related infodemic and
its impact on public health: A
global social media analysis

American Journal of
Tropical Medicine and
Hygiene

[17]

Detecting fake news on Facebook:
The role of emotional intelligence PLoS ONE [40]

Disinformation and COVID-19:
Quantitative analysis through the
hoaxes debunked in Latin
America and Spain
[Desinformación y COVID-19:
Análisis cuantitativo a través de
los bulos desmentidos en
Latinoamérica y España]

Estudios Sobre el
Mensaje Periodistico [41]

Exploring Sub-Saharan Africa’s
Communication of
COVID-19-Related Health
Information on Social Media

Libri [42]

Fact or fake? An analysis of
disinformation regarding the
COVID-19 pandemic in Brazil
[Fato ou Fake? Uma análise da
desinformação frente à pandemia
da COVID-19 no Brasil]

Ciencia e Saude Coletiva [43]

Health information seeking
behaviors on social media during
the COVID-19 pandemic among
american social networking site
users: Survey study

Journal of Medical
Internet Research [44]
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Table 1. Cont.

Title Publication Reference

How do Canadian public health
agencies respond to the
COVID-19 emergency using
social media: A protocol for a
case study using content and
sentiment analysis

BMJ Open [45]

How social media comments
inform the promotion of
mask-wearing and other
COVID-19 prevention strategies

International Journal of
Environmental Research
and Public Health

[46]

In the midst of the Coronavirus
pandemic in Brazil, watch out for
snowmen in the north and
northeast regions! Post-truth
under discussion [Na pandemia
brasileira, tá tendo boneco de
neve no norte e nordeste do país!
Pós-verdade em debate]

Praksis [47]

Infodemic, Misinformation and
Disinformation in Pandemics:
Scientific Landscape and the
Road Ahead for Public Health
Informatics Research

Studies in health
technology and
informatics

[48]

Knowledge about COVID-19 in
Brazil: Cross-sectional web-based
study

JMIR Public Health and
Surveillance [49]

Learning about COVID-19: a
qualitative interview study of
Australians’ use of information
sources

BMC Public Health [50]

Misinformation on social
networks during the novel
coronavirus pandemic: a
quali-quantitative case study of
Brazil

BMC Public Health [51]
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Table 1. Cont.

Title Publication Reference

Paying SPECIAL consideration to
the digital sharing of information
during the COVID-19 pandemic
and beyond

BJGP Open [52]

Peer influence, risk propensity
and fear of missing out in sharing
misinformation on social media
during the COVID-19 pandemic

ICCE 2020—28th
International Conference
on Computers in
Education, Proceedings

[53]

Public engagement and dialogic
accounting through social media
during COVID-19 crisis: a missed
opportunity?

Accounting, Auditing
and Accountability
Journal

[54]

Reasons for rejecting official
recommendations and measures
concerning protection against
SARS-CoV-2—a qualitative study
of social media posts [Gründe für
die Ablehnung behördlicher
Empfehlungen und Maßnahmen
zum Schutz vor
SARS-CoV-2—eine qualitative
Studie auf Basis von Beiträgen in
sozialen Medien]

Bundesgesundheitsblatt—
Gesundheitsforschung—
Gesundheitsschutz

[55]

ReOpen demands as public
health threat: a sociotechnical
framework for understanding the
stickiness of misinformation

Computational and
Mathematical
Organization Theory

[56]

Social media and the COVID-19
pandemic: Observations from
Nigeria

Cogent Arts and
Humanities [57]

Social media and vaccine
hesitancy: new updates for the
era of COVID-19 and globalized
infectious diseases

Human Vaccines and
Immunotherapeutics [58]
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Table 1. Cont.

Title Publication Reference

The bright and dark sides of
social media usage during the
COVID-19 pandemic: Survey
evidence from Japan

International Journal of
Disaster Risk Reduction [59]

The impact of COVID-19-related
changes in media consumption
on public knowledge: results of a
cross-sectional survey of
Pennsylvania adults

Current Medical
Research and Opinion [60]

The impact of social media on
panic during the COVID-19
pandemic in iraqi kurdistan:
Online questionnaire study

Journal of Medical
Internet Research [61]

The information-seeking behavior
and levels of knowledge,
precaution, and fear of college
students in Iloilo, Philippines
amidst the COVID-19 pandemic

International Journal of
Disaster Risk Reduction [62]

The role of social media in
spreading panic among primary
and secondary school students
during the COVID-19 pandemic:
An online questionnaire study
from the Gaza Strip, Palestine

Heliyon [63]

User motivation in fake news
sharing during the COVID-19
pandemic: an application of the
uses and gratification theory

Online Information
Review [64]

Source: Table by author.

3. Results

The core dataset revealed two main thematic research lines. On
one side, there were studies concerning information behavior analysis,
focusing on individual or group behavior; on the other side, there was
research on online content analysis, focusing on web content, posts,
commentaries, or other kinds of online publications. Some works
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could be related to both perspectives. This two-fold approach was also
used as a framework for the inclusion of other literature beyond the
core set of publications.

3.1. Information Behavior Analysis

3.1.1. Information Acquisition

Has online information acquisition increased since the beginning
of the COVID-19 pandemic? The previous trend of the prevalence
of social media sources seems to coexist with a trend of returning
to more traditional sources, like television, during a health crisis [7].
In Australia, analysis of information acquisition behavior revealed
“that participants were active users of information sources rather than
passively accepting news accounts, government spokespeople or social
media content as authoritative”. Increasing levels of trust in official
information contrast with feelings of anger and frustration “about
the extent of misinformation that was circulating in the community
and online and the potential for it to contribute to the spread of the
coronavirus and pose a risk to others” [50] (pp. 8–9). This suggests
some sort of Facebook avoidance, as one participant reported that the
“initial joking on Facebook was countered by the dramatic television
news reports of the growing threat posed by COVID-19 to Australians”,
and another mentioned that “I must admit I’ve become quite careful
about reading conspiracy-type theories on Facebook. Yeah, it’s a
platform for everyone to have their say, but I’ve discovered that in
my own opinion, some theories are quite farfetched. People can be
sincerely wrong” [50] (pp. 4–6). One of the mentioned conspiracy
theories was a relationship between coronavirus and 5G [65].

With different results, a US study showed a heavy reliance
on social media during COVID-19 with respect to information
acquisition behavior together with fewer fact-checking actions.
These findings “highlight the increasing importance of social media
in health information seeking and thus highlight its potential
value to health professionals as a conduit for personal and public
health communications”. The authors recommend ensuring “more
active engagement between health professionals and patients and
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consumers” [44] (pp. 6–7). Another US study confirmed an increase
in the consumption of news from the internet versus television, but
“adults whose most trusted information source is government health
websites are more likely to correctly answer questions about COVID-19
than those with another most trusted source. Individuals whose most
trusted source is television news and those who use Facebook as an
additional source of news are less likely to correctly answer COVID-19
questions” [60] (p. 4). Despite having a scope limited to literate
people who use social networks, a study conducted in Brazil recruited
participants on several social media platforms, including Facebook,
and showed “satisfactory knowledge about COVID-19 when true
information and fake news are mixed” and an ability “to differentiate
the two types of information”, suggesting that the impact of fake news
on the knowledge of COVID-19 was limited [49] (p. 18).

In Japan, a social media user study demonstrated the bright
and dark sides of information acquisition through digital platforms,
including Facebook: “The bright side is that it encourages users to take
protective measures officially endorsed by the government based on
scientific evidence, such as social distancing and use of disinfectants”;
simultaneously, “users take measures which are not grounded in
scientific evidence, such as eating fermented soybeans” [59] (p. 5). In
developed countries, the problem is not the lack of reliable information
but the exposure “to rumors from unreliable sources that contain
misinformation, presenting an obstacle to appropriate responses [to
emergencies]” [59] (p. 5).

Social media use appears to relate to serious mental health issues.
Facebook has been associated with fear levels regarding contracting
COVID-19. In the Philippines, “fear levels were higher (severe or
extreme) among college students who preferred Facebook as a source
of COVID-19 information”, thus revealing “the adverse effects of social
media on the mental and psychological well-being of individuals
facing threats caused by epidemics, such as worry, depression, anxiety,
anger and fear” [62] (p. 11). Social media consumption seems to have
a direct impact on mental health. In Iraq, Facebook was the most
used social media network for spreading panic about the COVID-19
outbreak, causing high levels of psychological anxiety and uncertainty
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about the true/false information disseminated online [61]. In Gaza,
similar results indicated that “social media has a significant effect on
spreading panic about the COVID-19 pandemic among students, with
a potential negative impact on their mental health and psychological
well-being” [63] (p. 9). In India, similar mental health problems were
reported [36].

Social media seems also to harm health knowledge acquisition, but
are Facebook groups’ activities mitigating the problem? In an attempt
to counterbalance mental health impacts and the negative consequences
of misinformation and foster feelings of calmness, trust, and safety, a
Facebook group was created in March 2020 in Denmark to provide a
direct relationship between more than 200 volunteer physicians and
the public. Entitled “Ask a Doctor About Coronavirus”, the group has
a rigorous moderation policy, managing inappropriate questions and
the dissemination of fake or misinformed facts. This group, with 30.000
daily active users, “provides a proof of concept of a new way for health
professionals to communicate and interact with the general public on
social media platforms” and reveals “unique insights into the potential
of Facebook in health communication; however, we cannot ignore
the possibility of the distinctive information-seeking environment
of the COVID-19 pandemic providing a favorable foundation for
dissemination and upscaling of information” [31] (p. 4). Several
studies analyzed Facebook groups’ activities, and one identified four
key information activities: posting, monitoring, commenting, and
searching. As a small network within a larger one, “people report
that they are more likely to find information that is more relevant to
their specific information needs through these groups than through
personal networks” [66] (p. 213).

Another strategy for fighting misinformation was the publication
of infographics to debunk coronavirus myths. These shareable
materials could provide a good prevention/reaction tool in the social
media setting. A test of the efficacy of these infographics—namely, one
produced by the WHO about hot baths that raise body temperature
and prevent coronavirus infection—indicated that “preemptively
sharing these graphics can be effective. Users and organizations can
debunk misinformation circulating in society by sharing high-quality
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information on social media emphasizing the facts without waiting to
see it shared directly in their feeds, which expands the opportunities
for observational correction to occur” [34] (p. 402). The authors suggest
the development of a WHO bot that can respond directly to pieces
of misinformation, with a capacity beyond the previous experience
of a Facebook Messenger chatbot, that is, a version of the “WHO
Health Alert platform—offering instant and accurate information
about COVID-19—via Facebook’s global reach” [67].

3.1.2. Information Sharing

Sharing social media content is nowadays a behavior similar to
content creation. The decision to share is often quick, and its motivation
is not easily acknowledged in information behavior research. The
decision to share fake news or misinformed content represents another
level of complexity, but a US study found that discernment and a
simple accuracy judgment are key factors that can interrupt a sharing
chain [68]. University students from the Philippines revealed that
peer influence and fear of missing out have a positive influence on
the behavioral intention to share misinformation on social media: on
“Facebook, content posted by people within a student’s social network
can influence the decision process to re-share such information” [53]
(p. 355). Sharing is not only an individual decision; it is also a social
act. To prevent misinformation sharing, authors from the University of
Oxford in the UK proposed “a framework to help us be strategic and
choose wisely, by paying SPECIAL consideration to the information we
share” [52]. This framework recommends attention to source, privacy,
evaluation, contribution, intention, audience, and legacy aspects to
improve the quality of information shared by researchers and health
professionals, but it could also be adopted by a more general audience.

In Nigeria, Facebook and WhatsApp users’ motivation for
sharing fake news was also analyzed. The social dimension of
sharing information in order to help others was again highlighted, as
“altruism and instant news sharing had more effect on fake news
sharing behaviour compared to socialisation and self-promotion”
and “entertainment had no association with fake news sharing
on COVID-19” [64] (p. 13). Instant news-sharing behavior is a
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consequence of the rapid publication that is enabled by digital
technologies, causing inadvertent fake news dissemination. Also
in Nigeria, research on library and information professionals indicated
that this group “disseminated COVID-19 information, fact-checked,
corrected misinformation and provided update information majorly
through Facebook and WhatsApp channels” [32] (p. 24), reinforcing
the informational role of librarians in times of emergency [69]. Another
study involving Nigerian undergraduate students identified a positive
effect of information literacy competence on curtailing the spread of
fake news about the COVID-19 pandemic [70].

Regarding the psychological dimension of
misinformation-reacting behavior, a UK-based study explored
the association between fake news detection on Facebook, emotional
intelligence, and educational attainment, concluding “that individuals
who are high in emotional intelligence and who are in receipt of a
university education are less likely to fall for fake news than low
EQ/School-College educated individuals”. These findings suggest
that if a user’s level of emotional intelligence was rated simply by
looking at their Facebook data, “then Facebook could alert low EQ
scores that they should be more vigilant about misinformation and
fake news that might appear on their platform” [40] (p. 10). In
Finland, researchers proposed a model for understanding the effect of
information seeking, information sources, and information overload
on information anxiety, resulting in information avoidance. Their
findings suggest that “individuals who have more exposure to social
media sources were more likely to feel information overload and
information anxiety during health crisis”, and “an individual’s level
of information anxiety has a significant positive impact on the level of
information avoidance” [7] (p. 12). The development of health literacy
or eHealth literacy skills, together with information literacy skills, is
proposed as one of the possible solutions [71].
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3.2. Online Content Analysis

3.2.1. Infodemic

The infodemic situation is probably one of the most interesting
phenomena of the COVID-19 period. In Russia, a study combined
online content analysis and a survey of healthcare professionals to draw
attention to an informational problem surrounding COVID-19 crisis
management. The stress, fear, and anxiety experienced by medical
personnel were related to a social background of nervousness, mostly
derived from the infodemic phenomenon. A content analysis of the
personal accounts of a Russian-speaking audience provided on social
networks “exhibited high degrees of anxiety and even panic brought
about by distorted, exaggerated or false information on COVID-19
disease and its causative agent” [33] (p. 3). The author concluded
that the “exaggerated and distorted information on COVID-19 has big
negative influence upon Russian society and healthcare system” [33]
(p. 5), thus undermining medical workers‘ performance.

One of the dangerous components of an infodemic is
misinformation. In an extensive analysis, an international team
identified 2.311 reports of rumors, conspiracy theories, and stigma
related to the COVID-19 infodemic in 25 languages from 87 countries.
A large majority of the reports were false, which means that these
global waves of misinformation had serious consequences for public
health. Rumors were the largest category detected, and some examples
are provided in the following: “eating garlic, keeping the throat moist,
the need to avoid spicy food, and the importance of taking vitamins
C and D to help prevent the disease” and “so-called treatments such
as miracle mineral solutions that involved mixing sodium chlorite
solution with citric acid or drinking bleach or alcohol for immunity
and cures” [17] (p. 1622). People died or became sick following the
dissemination of these pieces of misinformation; consequently, the
pervasive nature of social media consumption has become a significant
public health issue. In addition, protective measures to prevent the
COVID-19 pandemic were also undermined by misinformation, fueling
rejective attitudes through the dissemination of doubts and mistrust
in public authorities or science expertise. Following the economic
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consequences of these protective measures, e.g., lockdowns and social
distancing, a German study found that social media misinformation
may contribute to underestimating the pandemic [55]. A Nigerian
study found a relevant role of religious practices that “significantly
influence the spread of false preventive measures of the coronavirus
disease” [57] (p. 7). This influence, together with the increasing use of
social media, worried public authorities and led to a strong strategy
for information dissemination, including daily updates through SMS.

Regarding rumors and conspiracy theories about COVID-19
vaccines, for almost the entirety of 2020, Facebook-only content
represented about half of the 637 pieces of misinformation identified
in 24 languages from 52 countries, which reveals the social relevance
of the platform and the amount of misinformation in circulation [39].
Misinformation content categories, as a product of human actions,
adapt to the course of events: “During the initial months of
COVID-19, most of the COVID-19 vaccine claims were related to
pre-pandemic vaccine and conspiracy theories. More recent claims
were related to efficacy and effectiveness of the vaccine, morbidity,
and mortality due to participation in the vaccine trial” [39] (p. 5).
An early-pandemic literature review identified social media as a
terrain for anti-vaccination messaging possibly leading to COVID-19
vaccine hesitancy, comparing previous anti-vaxxer movements and
this ideology’s online dissemination [58]. However, a study developed
using an artificial-intelligence-based approach to analyze public
sentiments on social media in the UK and the US toward COVID-19
vaccines showed mostly positive attitudes [35].

As Facebook remains the leading platform for sharing content,
information accuracy is naturally a relevant issue. The 30 most
frequently shared articles in April 2020 about COVID-19 prevention
were analyzed, and Facebook accounted for the most shares [37]. Most
of the articles were considered accurate yet less likely to be shared,
which may strengthen the argument that false information is spreading
online more easily than truth [72]. Facebook ads are also a relevant
means for information dissemination. Despite some efforts to control
this content [20], researchers have found traces of misinformation
“ranging from bioweapons conspiracy theories to unverifiable claims
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by politicians, to the sale of face masks which may not necessarily
protect the wearer” [38] (p. 22).

Many of the misinformed stories on social media are fact-checked
by media outlets or independent organizations. A quantitative
approach analyzing Spain and Latin America concluded that most
of the examined stories were false, and Facebook accounted for half
of the share of dissemination. Half of the fact-checked sample was
health-related information [41]. Fact-checking systems or platforms
remain one of the technological solutions to combatting misinformation
and fake news. In Brazil, an application entitled Eu Fiscalizo (I check)
received users’ notifications of circulating fake news about COVID-19.
The main dissemination channel was WhatsApp, followed by Facebook.
Regarding content, “65% of them taught homemade methods to prevent
the spread of COVID-19; 20% showed homemade methods to cure
the disease; 5.7% referred to banking scams; 5% mentioned scams on
fundraising for a research institution; and 4.3% concerned the use of the
New Coronavirus as a political strategy” [43] (p. 4204). A similar study
observed misinformation data from the Brazilian fact-checking service
Lupa Agency, most of which was disseminated through Facebook.
The research found that 92.9% of the misinformation classified as
fabricated content consisted of health tips, and “43.8% of the pieces of
misinformation classified as misleading/imposter/manipulated have a
scientific/epidemiological content” [51] (p. 8).

Infodemics will be an important research field in the next years.
In an attempt to determine the structural components of infodemics, a
research team proposed a taxonomy of fake news. First, two separate
groups were identified: health- and non-health-related fake news.
Health-related fake news (more than 60%) “included fake prevention,
fake medicines and treatments, fake SARS-CoV-2 information, hoax
or fake pandemic and anti-vaccine messages, and home remedies
recommendations”. The non-health-related group “included messages
generating confusion, phishing/scams, conspiracy theories, political
propaganda, pseudo-science and 5G theories along with anti-Bill
Gates messages” [15] (p. 527). A bibliometric study depicted a
concept mapping of infodemic literature and proposed future research
directions, namely, infodemic fabrication context and evaluation,
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digital tools and the agency of actors, infodemic crisis management,
infodemic knowledge and mental health impacts, and the study and
modeling of infodemic trends and topics [48].

3.2.2. Social Behavior

The use of social media to convey messages against public
authorities or science expertise is not new, but the COVID-19 pandemic
was an optimal terrain for its development. One example is The Reopen
the States Movement (US). Observing their coronavirus-skeptical
Facebook groups, one study revealed a strong connection between
health misinformation and political action, namely, conservative values:
“Since members did not trust mainstream media, government, or
public health reporting on the COVID pandemic, many returned to the
decidedly hermeneutical and conservative scriptural inference process
to “do their own research” on the numbers and then share their own
individualized, unverified, and often contradictory interpretations of
COVID data with their ideological social networks” [56] (p. 11). A
qualitative analysis of the content shared in the groups demonstrated
the assumption of a serious public health threat.

Facebook was also a space for reactions against preventive
measures. When observing 615 Facebook comments drawn from
Montana (US) news sources, it was revealed that 63% presented
resistance to complying with the mask-wearing measure, as “barriers
to compliance with COVID safety precautions are related to both low
perceived risk of COVID and low perceived efficacy of the prevention
measures” [46] (p. 11). These findings also suggest that such resistance
arises not from an informational or misunderstanding-related problem
but from conspiracy theories and other social or political perspectives,
many of which were already evident before the pandemic. Public
health communication should move beyond scientific evidence and
adapt itself to fight against previous biases. However, social media
echo chambers are not easily disrupted, and “the current atmosphere
of distrust and anti-scientific sentiment have undermined the ability of
health educators to use informational messages to fight the COVID-19
pandemic” [46] (p. 14).
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3.2.3. Public Health Authorities

The COVID-19 crisis forced a rapid change in the way health
authorities communicate and engage with the public. An analysis of
the official Facebook pages of the leading public agencies for health
crises in Italy, the United Kingdom, and New Zealand found that
social media was extensively used: “Public agencies mainly released
information on the evolution of the epidemic, the correct behaviour to
empower citizens in protecting from the virus and the actions taken
to face the situation” [54] (p. 11). However, a missed opportunity
was depicted, as some countries were unable to establish dialogic
communication, possibly to avoid organizational damages or because
of a lack of competencies and resources. Public engagement through
social media is not sufficient in a pandemic crisis, as “public agencies
establishing an active dialogic communication have a higher level of
the tenor of comments index, with a lower incidence of contestation or
posts reporting fake news” [54] (p. 11).

For a different perspective, different reactions arose on Facebook
when the Brazilian Minister of Health established a connection between
winter and the increasing severity of the pandemic in the north and
northeast of Brazil. Analyzing Facebook comments and memes, a study
found that humor was used to counterbalance post-truth discourse
and dismantle misinformed political positions, presenting social media
as a space of questioning not only political decisions but also political
discourse [47]. Further research is expected on public health authorities’
performance regarding social media, e.g., Canadian agencies are being
studied using content and sentiment analysis [45].

Most developing countries were not prepared to face a pandemic
that demanded new forms of communication. Extensive research
concerning the public health authorities of 23 anglophone Sub-Saharan
African countries demonstrated that a presence on social media, mostly
on Facebook, is not enough. To convey trusted information and fight
against misinformation, authorities must have social media legitimacy
(e.g., verified accounts), the capacity to reach audiences, strategies, and
expertise [42].
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4. Discussion

The literature reviewed shows the global nature of the health
misinformation problem and its impact on a platform as popular
as Facebook [13]. The various countries addressed in the different
studies also reveal the efforts of scientific research in addressing the
misinformation problem and the concerns raised by public health
issues, which have been aggravated by the COVID-19 pandemic.
Both user information behavior perspectives and content analysis
approaches, focusing on published content as the result of users’
interactions with social media, converge to indicate the relevance of
research being conducted around the world.

This review has demonstrated a bright and a dark side of online
health information [59]. From the results emerge certainties and
uncertainties, perhaps more uncertainties than certainties, as the short
space of time and the speed of events do not make it possible to have
a completely clear view of the various social and communicational
phenomena that are occurring.

As for certainties, the results show that the impacts of
misinformation exposure and the associated risks in the social media
context are multiple following the increase in online information
consumption [5,14]. Information is abundant and satisfies most users’
needs; however, social media exposes people to several risks. Despite
the revival of traditional media [8], this review has shown social impacts
that generate fear and panic as well as increase and worsen the social
perception of the pandemic emergency. Myths, conspiracy theories,
false cures, and rumors of vaccines’ ineffectiveness are components
of a global wave of low-quality information, often conflicting with
the official perspective of the authorities (including the WHO), who
have reacted and showed concern about the infodemic [16,17]. Studies
confirm political impacts, as misinformation reveals previous tensions,
and it has also fueled a feeling of revolt against the authorities
and undermined the sense of trust that should unite society and
its leaders, especially during a pandemic that has killed millions of
people worldwide [8,25,27]. Also, there were impacts on health, as
misinformation led to risky behavior due to following content without
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any scientific basis, or, on the other hand, a disregard for the seriousness
of the pandemic and the information transmitted by official channels.
Impacts on mental health, with reports of information overload and
information anxiety [7], were also pointed out.

As for the uncertainties, research shows that there are still many
problems to acknowledge and to help solve. It is not yet clear what the
most effective methods to fight misinformation are and how society
can control the role of social media, in which people behave based
on freedom of expression and in a post-truth environment, where
feelings and emotions come up against truth and facts [22,23]. It is
also still uncertain how public health authorities can improve their
way of communicating with the public, especially with respect to
making use of social media, thus coexisting with the public in the
same digital ecosystem. It is also uncertain how platforms such as
Facebook will improve their systems to combat misinformation. At
this point, it should be noted that the various impacts on mental
health are among the aspects that social media companies should
consider and on which they should act in the future. Another deep
crisis is in the process of becoming serious. It is also uncertain if
health literacy is a solution for misinformation, because, on the one
hand, information behavior studies show that the way people share
information has emotional components, which are difficult to address
in the development of literacy skills; on the other hand, misinformation
is often consumed within an echo chamber, helping to confirm what
people wanted to have confirmed [24]. Finally, it is also uncertain
whether countries will be able to develop effective legal mechanisms to
counter misinformation, a global phenomenon of unknown authorship
that is viral and without borders.

Future research should discuss the role of user education and the
ability to prepare individuals against these pitfalls. Other solutions to
preventing disinformation and fake news should also be researched,
as health information is critical to decision making and public health.

5. Conclusions

This chapter sought to explore the most recent research on the
problem of misinformation in the context of social media. The
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case of Facebook was chosen due to its social relevance and large
community of users. The scope was also focused on the pandemic
period, brought about by COVID-19, to try to isolate and observe
the analyzed phenomenon’s acceleration that, although not new, has
worsened since the beginning of 2020. In this sense, health was the
main theme analyzed.

Recent research has shown the danger of trusting social media as a
source of health information. Nevertheless, the popularity and massive
use of Facebook pose a challenge to health literacy, as the quantity
of information channeled make some sort of human cognitive or
automatic machine-based counter-reactions almost impossible. Even
fact-checking strategies appear to have several limitations.

The results show two dominant research approaches: information
behavior analysis, mostly acquisition and sharing, and online content
analysis, focusing on infodemics, social behavior, and public health
authorities’ communication strategies. Despite serious concerns about
misinformation, researchers have revealed an uncertain scenario
regarding solutions to countering this public health issue.

The main research goals were achieved. Regarding online
information behavior in the social media setting, the results
demonstrated its key active features, like acquisition and sharing,
along with the passive ones, such as being subject to mental health
issues, like anxiety and fear. This review assessed the landscape of
fake or misinformed health information transmitted through Facebook,
showing its diversity and impact. The relationship between Facebook
and health information during the COVID-19 pandemic was strong,
as the most popular platform was largely used for health information
activities (ranging from support groups promoted by healthcare
professionals to groups of activists against preventive protection
measures), revealing the bright and the dark sides of social media.

The main limitation of this study concerns the way the first
information retrieval process was carried out since it is certain that
a different query could have led the review along other paths. Thus,
this review should be read with caution and attention paid to the
methodological assumptions presented.
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Online health (mis)information remains an open research topic
and a global challenge, as it does not seem that the associated problems
will diminish or be mitigated in the coming years.
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Disinformation Echo Chambers
on Facebook

Mathias-Felipe de-Lima-Santos and Wilson Ceron

Abstract: Abstract: The landscape of information has experienced
significant transformations with the rapid expansion of the internet
and the emergence of online social networks. Initially, there was
optimism that these platforms would encourage a culture of active
participation and diverse communication. However, recent events
have brought to light the negative effects of social media platforms,
leading to the creation of echo chambers, where users are exposed
only to content that aligns with their existing beliefs. Furthermore,
malicious individuals exploit these platforms to deceive people and
undermine democratic processes. To gain a deeper understanding
of these phenomena, this chapter introduces a computational
method designed to identify coordinated inauthentic behavior within
Facebook groups. The method focuses on analyzing posts, URLs,
and images, revealing that certain Facebook groups engage in
orchestrated campaigns. These groups simultaneously share identical
content, which may expose users to repeated encounters with false
or misleading narratives, effectively forming “disinformation echo
chambers.” This chapter concludes by discussing the theoretical and
empirical implications of these findings.

1. Introduction

The information landscape has undergone significant
transformations with the widespread adoption of the internet and
online social networks. This has led to both positive and negative
consequences. On the positive side, information can now spread
quickly and reach a vast audience. Social media platforms have played
a crucial role in fostering a culture of participation by motivating
people to actively create and share content. However, there were
also drawbacks. Social media platforms employ algorithms that
restrict the diversity of content users are exposed to, leading to the
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reinforcement of pre-existing beliefs, commonly referred to as “echo
chambers” [1]. These occur when individuals are exposed only to
opinions that align with their own viewpoints, a phenomenon known
as “confirmation bias” [2]. Furthermore, like-minded individuals
often form homogeneous clusters where they reinforce and polarize
their opinions through content diffusion [3]. The functionalities and
features of social media platforms, including ranking algorithms,
selective exposure, and confirmation bias, have played a significant
role in the development of online echo chambers [4,5].

Online social media platforms have also provided a platform for
individuals with malicious intent to disseminate false or misleading
narratives with the intention of deceiving the public and undermining
democratic processes [6]. The concern over false and misleading
information is not a novel one. However, after the 2016 US presidential
elections [7] and the Brexit referendum in the UK [8], the propagation
of extremism, hate speech, violence, and false news on platforms has
significantly accentuated their societal impact [9]. Such content often
falls into the epistemological rabbit hole of “fake news” [10]. In this
chapter, we use the term “disinformation” to encompass the concept
of information disorder, encapsulating so-called fake news, which
includes false or misleading information created and disseminated for
economic gain or intentionally deceiving the public [11].

The issue of disinformation becomes even more concerning in the
context of health crises. Previous public health emergencies, such as the
2014 Ebola outbreak [12–14], showcased the widespread dissemination
of inaccurate information on social media. Similarly, during the H1N1
epidemic in 2009, an array of erroneous or deceptive content was
propagated, ranging from conspiracy theories to unfounded rumors
intended to cause harm [15,16].

Over the past decades, anti-vaccination movements have gained
momentum globally [17], coinciding with a resurgence of previously
controlled infectious diseases [18]. Debates on vaccines have been
fueled by misleading, incorrect, and taken-out-of-context information,
contributing to the perception that vaccinations are unsafe and
unnecessary [18,19]. This influx of disinformation is jeopardizing
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the progress made against vaccine-preventable diseases, as it fuels
vaccine hesitancy [20].

The COVID-19 pandemic has vividly demonstrated the disruptive
potential of information disorder, shifting the focus from the health
crisis toward political disinformation, which can erode the outcomes
of public health policies [21]. In this context, particularly concerning
are the myriad myths surrounding the safety and efficacy of COVID-19
vaccines [22–24].

Hence, online disinformation permeates all strata of society,
necessitating multidisciplinary approaches for comprehension and the
implementation of countermeasures. Since there is no one-size-fits-all
solution to combating disinformation, experts propose a combination
of interventions, such as rectifying false information and enhancing
media literacy skills, to mitigate its impact [25].

Despite concerted efforts, curbing disinformation has proven
to be more challenging than initially anticipated. For instance,
collusive users, as outlined in the literature, purposefully promote
false narratives in others’ minds, amassing high counts of retweets,
followers, or likes, thereby influencing public discourse. They are
often funded or composed of individuals who exchange followers
among themselves to amplify their visibility [26]. Such users corrode
the trustworthiness and credibility of online platforms in a manner
akin to spam accounts.

In response, online social media companies have adopted
diverse strategies to combat information disorders. Twitter, for
example, has been actively removing accounts engaged in spam and
platform manipulation.

Facebook has been actively combatting problematic content on
its platform since 2018 by employing the concept of “coordinated
inauthentic behavior” [27]. While Facebook’s efforts have been
subject to criticism for their enforcement of policies, the company
has substantiated the link between coordinated behavior and the
dissemination of problematic information as a measure to counter
manipulation attempts on its platform. This term encompasses not
only bots and trolls that propagate false content, but also unwitting
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citizens and polarized groups recruited to play orchestrated roles in
influencing society.

Thus, instead of establishing a distinct demarcation between
problematic and non-problematic information, the company has
adopted what can be described as an “ill-defined concept of coordinated
inauthentic behavior” (CIB). This strategic decision is aimed at
effectively tackling and curbing the spread of disorderly information
throughout its platform, all the while avoiding the complexity of
unequivocally labeling it as false content [9]. Academic literature
suggests that these coordinated efforts have become fertile ground for
the proliferation of political disinformation [28–31], a phenomenon
observed across various social media platforms [32].

This chapter undertakes an examination of disinformation
narratives concerning COVID-19 vaccines that have been propagated
by users on Facebook. Through the lens of the echo chamber
concept, this study delves into the role of user-generated content
(UGC) exhibiting signs of “coordinated inauthentic behavior” within
Facebook groups. To this end, the study is guided by the following
research questions:

(RQ1) To what extent is problematic content shared on Facebook?
(RQ2) How are these groups interconnected?
(RQ3) How do these coordinated networks possess characteristics

that contribute to the formation of echo chambers?
To answer these RQs, our approach involved sourcing

fact-checked stories related to COVID-19 vaccines from two major
Brazilian fact-checking initiatives, namely Agência Lupa and Aos Fatos.
These stories were published during the period spanning January
2020 to June 2021, and they provided the foundation for generating
keywords that were then utilized in our queries on CrowdTangle.
This process was instrumental in identifying false narratives that were
actively circulating on Facebook. In total, our study made use of 276
instances of debunked content to uncover and analyze disinformation
narratives that were being disseminated across this online social media
platform. Our analysis takes the form of a computational strategy
aimed at predicting instances of coordinated behavior within Facebook
groups. These groups engage in inauthentic tactics with the intent
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of boosting the visibility and reach of particular content, ultimately
contributing to the amplification of problematic information on the
platform [9].

Our computational approach involves an analysis of content
frequency and similarity, which enables the detection of potential traces
of “coordinated inauthentic behavior.” This can manifest through the
replication of widely available narratives within specific Facebook
groups or the sharing of common links in a condensed timeframe,
often leading to external websites. Additionally, we extended our
analysis to encompass the coordinated dissemination of visual content,
commonly referred to as memes. These images are particularly
susceptible to manipulation, rendering them more challenging to
identify using conventional computational methods [33]. To address
this, we leveraged a computer vision (CV) algorithm provided by
Facebook to extract and analyze the textual content embedded within
these images. This allowed our method to ascertain whether multiple
images shared the same message over a brief period.

Our findings reveal a concerted endeavor to manipulate public
discourse with the strategic objective of establishing “disinformation
echo chambers”. This is achieved by fostering a high level of
engagement with false narratives across various groups, a substantial
number of which are characterized by political affiliations. These
fabricated information pieces possess the potential to reinforce existing
biases, erode public health efforts, and trigger adverse societal
consequences in relation to COVID-19 vaccines. Furthermore, the
content propagated within these diverse groups can be construed
as beliefs that gain potency through repeated exposure within
these tightly-knit communities, effectively shielding them from
counterarguments and perpetuating echo chambers [34].

In addition to these implications, the coordinated efforts to
manipulate discussions within Facebook groups pose specific societal
risks. This manipulation can deceive users into replicating these
fabricated narratives in offline scenarios, where the tendency to resist
vaccination might be exacerbated. Ultimately, our study concludes
by highlighting the overarching dangers posed by these coordinated
inauthentic efforts, including the propagation of confusion and mistrust
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among individuals, all while hindering the effectiveness of public
health responses.

This chapter seeks to expand the expanding literature on
disinformation and digital platforms by illustrating how coordinated
inauthentic information can potentially give rise to echo chambers by
effectively amplifying specific false or misleading narratives. Moreover,
the scrutiny of the structural attributes of these Facebook groups,
which exhibit well-defined coordinated networks, offers insights
into the potential hazards and challenges posed by disinformation
narratives in influencing individuals’ decision-making processes
regarding vaccines. This influence can result in ignorance and
misperceptions that jeopardize the formulation and execution of
crucial public health policies, such as vaccination campaigns [35].
The subsequent subsections delve into an exploration of the current
landscape of research concerning echo chambers and disinformation.

1.1. Transitioning from Open Channels of Communication to Echo
Chambers

In their initial stages, online social networks were hailed for
their potential to influence democracy and the public sphere by
facilitating the exchange of information, ideas, and discussions in
an unrestricted manner [36]. Online social media platforms embodied
an optimistic perspective, driven by the disruption of traditional
communication patterns in shaping public opinion, such as the
gatekeeping role of newspapers in other forms of expert and non-expert
communications [37]. These hopeful viewpoints championed the
expansion of freedom, the transformation of democratic discourse,
and the creation of a communal online knowledge hub [38]. However,
these positive outlooks have given way to a more pessimistic stance,
characterized by the recognition of homophily structures within these
networks. This suggests that users tend to interact more frequently
with individuals who share similar viewpoints, resulting in a limited
range of perspectives that could foster social division and stimulate
polarized outlooks [39].

Within this framework, the metaphor of echo chambers has gained
prominence as a way to elucidate these behaviors, amplified by the
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algorithms of social media platforms. It illustrates a scenario where
existing beliefs are echoed and reinforced, resembling reverberations
within an acoustic echo chamber [40]. Alongside the homogeneity
inherent to online social networks and exacerbated by their algorithms,
the concepts of selective exposure and confirmation bias have also
played pivotal roles in the formation of these echo chambers within
digital platforms [4,5]. Previous research has indicated that online
social networks and search engines contribute to the widening
ideological gap between users. Similarly, studies have identified
instances of echo chambers on online social media, particularly among
groups divided along ideological lines [41,42] and on controversial
issues [43].

Although some studies have suggested that these effects are
relatively modest [44], others argue that the term “echo chambers”
might oversimplify the issue, as it is not solely a consequence of
platform mechanisms but also a result of existing social and political
polarizations [45]. Scholars have also put forth the argument that
the extent of ideological segregation in online social media usage has
been overstated, challenging the assertion that echo chambers are
universally present [46].

Conversely, Facebook employs various mechanisms that could
potentially exacerbate exposure to like-minded content, including
the social network structure, the feed population algorithm, and
users’ content selection. Thus, the combination of these mechanisms
might increase exposure to ideologically diverse news and opinions.
However, these mechanisms still leave individuals’ choices to play a
“stronger role in limiting exposure to cross-cutting content” [47].

On Twitter, researchers have examined both political and
nonpolitical matters to comprehend the presence of echo chambers.
According to their outcomes, political topics tend to foster more
interactions among individuals with similar ideological leanings
compared to nonpolitical subjects [4,40,48]. In other words, their
findings suggest that homophilic clusters of users dominate online
interactions on Twitter, particularly concerning political subjects [49].

In the context of studying echo chambers on online social media,
it is apparent that conceptual and methodological choices significantly
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impact research findings [40]. For instance, studies relying on
interactions or digital traces tend to indicate a higher prevalence
of echo chambers and polarization compared to those focusing on
content exposure or self-reported data [40]. These amplifications of
pre-existing beliefs can also be shaped by the technological features
of online social media platforms. In essence, the interplay between
online social media interfaces and the user-technology relationship
can influence the emergence of echo chambers [50].

Hence, it is crucial not only to analyze the nature of social
media interactions but also to comprehend the content that users
encounter in their news feeds or the groups they engage with. If the
content within online groups promotes the limitation of exposure to
diverse perspectives in favor of reinforcing like-minded groups that
deliberately disseminate messages to larger audiences, consequently
reinforcing a shared narrative, we argue that the network of groups
resulting from these coordinated communication dynamics indeed
resembles “echo chambers” [51]. In this chapter, we employ the
term “echo chamber” to describe Facebook groups where the online
media ecosystem is characterized by selective exposure, ideological
segregation, and political polarization, with specific users assuming
central roles in discussions.

1.2. The Never-Ending Challenge of “Fake News”

Online social networks exist in a paradoxical realm, characterized
by the coexistence of homophilous behavior and the potential
for information dissemination. This duality has given rise to an
environment where conflicting facts and contradictory expert opinions
flourish, allowing false news to proliferate and conspiracies to take
root [10]. Since 2016, the term “fake news” has gained global
recognition as a descriptor for this false or misleading information
spread in online spaces. This content can either be fabricated or
intentionally manipulated to deceive individuals [11].

However, the term “fake news” has been wielded by politicians
to undermine the media [10,52], leading to the emergence of
alternative synonyms such as “information disorder,” “fake facts,” and
“disinformation” [11]. Scholars engage in debates about differentiating
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between “disinformation” and “misinformation” [53]. Some argue that
the distinction lies in intent, with misinformation lacking the deliberate
intent to deceive. Yet, establishing intent can be challenging [54].

Despite these nuances, the term “disinformation” appears to be
the most suitable to encompass this intricate landscape, as it covers
both fabricated and intentionally manipulated content [11]. In the
current complex information ecosystem, it is crucial to shift our focus
from intention to the influence of the narratives that these posts align
with. This is because people are not solely influenced by individual
posts, but rather by the broader narratives they fit into [35]. The
harmful consequences of information disorder arise from the human
tendency to default to assuming the truth of a statement in the absence
of compelling evidence to the contrary [5].

The rapid surge of disinformation from 2017 onward has fueled an
extensive field of study, generating numerous publications approaching
this multifaceted issue from diverse angles [35]. Some researchers aim
to categorize various types of information disorders that emerge,
while others scrutinize the social and individual dimensions of
disinformation’s effects on the public and political spheres [11,55].
Computational methodologies have also been employed to detect
so-called “fake news” [35].

Over the years, automated accounts, or bots, have attracted
significant attention from researchers for their potential to influence
conversations, shape content distribution, and manipulate public
opinion. Although terms such as “bots”, “automated accounts”,
“fake accounts”, and “spam accounts” have often been employed
interchangeably, they do not always denote the same type of activity.
Bots are accounts controlled by software to automate posting or
interactions, while spammers generate unsolicited mass content.
Fake accounts, in turn, impersonate real individuals on online
platforms [54,56].

In this respect, studies demonstrate that external events and major
global incidents trigger increased manipulation attempts on platforms,
particularly during elections and health crises [21]. In these occurrences,
traces of coordinated bot behavior could be detected [9,57–59]. For
example, on Twitter, estimates vary regarding the prevalence of bots,
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with some analyses suggesting 9% to 15% of profiles are automated
accounts [60]. However, contrasting views also exist, asserting that bot
accounts constitute more than 50% of Twitter users [61]. Interestingly,
the platform itself provided an official statement in a public filing,
indicating that fewer than 5% of its 229 million daily active users
are categorized as “false” or “spam” accounts, as determined by an
internal review of a sample [62].

To effectively address this issue, computational methods such
as textual or social network analysis (SNA) play a crucial role in
identifying and suspending harmful bots from platforms. These
methods enable scholars to not only detect the detrimental effects of
bots but also to mitigate their impact successfully. By understanding
the nuanced differences between various types of automated accounts
and their behaviors, researchers can develop more targeted strategies
for preserving the authenticity and integrity of online conversations
and content distribution [61].

Researchers have also identified the role of bots in amplifying the
spread of disinformation and hoaxes by analyzing common interactions
and network integrations. Hashtags used by these users have also been
relevant for detecting automated accounts, as human users tend to use
more generic ones and maintain a diverse range of social connections.
Botometer, formerly known as BotOrNot, has been a widely used tool
for bot detection on Twitter. It evaluates the extent to which a Twitter
account exhibits characteristics similar to those of social bots, aiding in
the study of inauthentic accounts and manipulation on online social
media for over a decade [63]. However, scholars have also pointed out
that bots are becoming more sophisticated around human behavior,
which presents limitations for these tools [64]. Additionally, Botometer
is exclusive to Twitter, making it challenging to detect malicious actors
on other platforms.

Other techniques have been employed to detect manipulation
attempts on online platforms, including disinformation and conspiracy
narratives. These methodologies encompass statistical approaches
such as linear regression [65] as well as social network analysis
(SNA) that considers the diverse relationships users form within
networks. Additionally, artificial intelligence (AI) methods, such as

70



naive Bayes models and convolutional neural networks (CNN) [66,67],
have been utilized. These different techniques have been employed
both individually and in combination. Despite their utility, some of
these methods come with certain limitations. While AI holds potential
for enhanced detection, it necessitates a wide range of input data and
exhibits higher accuracy with more recent datasets. Ensuring datasets
are consistently up-to-date is challenging. Additionally, the strategies
employed by malicious bots have undergone substantial evolution in
recent years, hampering these methods.

Other methods have been employed to detect manipulation
attempts on platforms, including disinformation and conspiracy
narratives. These techniques involve statistical methods, such as
linear regression [65], social network analysis (SNA), which considers
different types of relationships among users that form these networks,
and artificial intelligence (AI) methods (e.g., naive Bayes models and
convolutional neural networks—CNN) [66,67]. These methods have
also been employed singularly or in combination. Despite this, some of
them present caveats. While AI solutions hold promise for improved
detection, they require diverse input data and are more accurate with
recent datasets. However, datasets are not always up-to-date, and the
strategies of malicious bots have evolved considerably in recent years.

Given these factors, there is a clear need for more sophisticated
bot detection models or a greater reliance on methodologies that
scrutinize the scope of activity within coordinated campaigns. When
multiple entities collaborate within a network to achieve a common
goal, the presence of coordination becomes evident [61. In this vein,
CIB strives to monitor the manipulation of information across online
social networks, leveraging content dissemination through automated
means to amplify its reach. This shift in focus from content and
automated accounts to information dynamics within social networks
aligns with Facebook’s policies, which link coordinated behavior with
the sharing of problematic information [9,68].

Some scholars advocate for the advancement of techniques
targeting bot coordination over mere bot detection, as orchestrated bot
activities can prove significantly more detrimental [61]. This aligns
with Facebook’s approach to its policies, employing the term CIB
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to underline the association between coordinated behavior and the
propagation of problematic information [27].

Similarly, researchers have examined group-level features using
graphs to identify orchestrated activities through users’ shared
relationships, such as friends, hashtags, URLs, or identical messages [68].
In this respect, previous studies have explored CIB through shared
links on Facebook pages, groups, and verified public profiles [9].

Coordinated behaviors in online networks have been associated
with the creation of echo chambers, as users intentionally
orchestrate communication dynamics to disseminate messages to
large audiences [69,70]. Another study has revealed a connection
between the rapid dissemination of false information and the existence
of echo chambers, primarily due to the existence of polarized clusters
of opinions and networks that contribute to the spread of such
information [71].

While researchers have recognized collective behavior among
malicious actors driven by economic and ideological motives,
the academic literature has not extensively explored coordinated
mechanisms for spreading false or misleading content through
messages and memes. Notably, the COVID-19 pandemic has
highlighted the prevalence of visual content sharing for disseminating
disinformation on online social networks [70]. In this context, Facebook
groups could serve as pivotal conduits for the propagation of intricate
contagions of viral disinformation.

This chapter seeks to address this knowledge gap by delving into
this subject, specifically focusing on COVID-19 vaccine disinformation
within public Facebook groups. In the subsequent section, we provide
an in-depth overview of our methodology for pinpointing echo
chambers of disinformation on the Facebook platform.

2. Data and Methods

2.1. Data Collection and Preparation

Recognizing that isolated bots might not represent the most
critical issues on the platform, we opted to focus on coordinated
activities to investigate disinformation campaigns within Facebook
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groups. We contend that these communities inherently function as
echo chambers, where users intentionally join these Facebook groups
to be exposed selectively to information that aligns with their beliefs
and values. Hence, these communities offer an ideal context to delve
into information dissemination dynamics. To explore this avenue, our
study follows a three-step approach.

Initially, we identified disinformation narratives circulating
on Facebook by analyzing debunked content from two prominent
fact-checking agencies in Brazil: Agência Lupa and Aos Fatos.
Both organizations adhere to the transparency standards set by the
International Fact-Checking Network (IFCN), a coalition dedicated
to upholding excellence in the fact-checking industry [72]. Our data
collection spanned from January 2020 to June 2021, yielding a total
of 2860 items. We employed an algorithm to filter out debunks that
did not include the term “vaccine” or related variations in their titles.
This process yielded 250 debunks specifically addressing COVID-19
vaccines. Subsequently, we subjected these debunks to qualitative
analysis, confirming that they were all false or misleading, and
eliminating any that did not meet this criterion.

Moving on to our second step, we extracted relevant data to locate
these debunked posts within Facebook. We utilized academic access
to CrowdTangle, an insights tool owned and operated by Meta since
2016. It is important to note that prior research has highlighted certain
limitations of this tool, such as incomplete metrics and restricted access
to fully public spaces on the broader Facebook or Instagram platforms.
CrowdTangle only encompasses public groups with a certain user
threshold, as opposed to the entire spectrum of groups [9,73,74].

In our search, we aimed to pinpoint sentences that could be readily
identified and would not yield unrelated results. For instance, we
refrained from using phrases such as “COVID-19 vaccines” or similar
constructs that could encompass both disinformation and credible
information. Our search criteria aligned with the timeframe of the
debunks, spanning from January 2020 to June 2021. Through this
process, we retrieved a total of 21,614 posts containing disinformation
across 3912 groups. Importantly, this data extraction was performed
after Facebook’s public announcement that it had removed false content
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from its platform [75]. This announcement holds particular significance,
as these posts should have been eradicated from the platform by
that time, which could have hindered our study. Nevertheless, our
findings reveal that this announcement was not fully realized, as many
debunked posts persisted on the platform. This discrepancy suggests
that the volume of such posts within Facebook public groups could be
even more substantial.

In our third phase, we proceeded to download all the identified
posts. Due to data extraction limitations within the tool, we segmented
the process into timeframes, later amalgamating the data into a unified
dataset. This database underwent a process of duplicate removal based
on post IDs, resulting in the elimination of 1707 duplicated entries
from our initial dataset. Consequently, our final dataset encompassed
19,457 distinct entries.

2.2. Data Analysis and Visualization

In prior investigations of coordinated inauthentic behavior,
researchers utilized estimated time thresholds to identify items shared
in near-simultaneity over a short period. Similarly, a statistical metric
was proposed to identify concurrent link sharing by assessing the
interarrival time—the interval difference in seconds between successive
shares of URLs [28]. However, we chose not to adopt these thresholds
in our study for several reasons.

Unlike previous studies that centered on URLs [9,28], our analysis
seeks to identify CIB within textual and visual content. Moreover,
our study focuses solely on coordinated activities among non-human
accounts, necessitating a more stringent approach. This threshold
determination was guided by similar studies that calculated this value
based on a subset of the 10% of URLs with the shortest time intervals
between the first and second shares [9,28,57–59]. Our empirical tests
demonstrated that the timeframe calculated from the shortest intervals
of 10% of URLs could range from 30 s to a minute. Consequently,
depending on the dataset in use, this threshold might extend to around
one minute, a timeframe that could feasibly be performed by humans.

Given these constraints, we undertook manual testing to ascertain
a timeframe unlikely for consecutive human posting. Our tests
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indicated that this interval should be less than 30 s. We acknowledge
that factors such as internet speed and computing power might impact
this performance. Nevertheless, we opted to adopt a threshold of 30s
between two posts, as it represented the minimum time required for
consecutive postings. Our approach also considered a recursive 30-s
timeframe, accounting for the possibility of repeated new posts within
short intervals—a scenario unlikely to occur frequently. This approach
allowed us to identify coordinated posts that were disseminated over
an extended period.

Considering these temporal criteria, our computational model
assessed four elements to determine coordination between posts. First,
the method analyzed the “message” field, encompassing the textual
content of a Facebook post. Second, it scrutinized the “description”
field, which provides textual information accompanying external
URLs or images shared on Facebook thumbnails. For example, the
description for the post in Figure 1 was “Uma catastrófica análise
sobre as vacinas contra o vírus chinês: ‘Interferem diretamente no
material genético’,” identical to the content in the thumbnail. Third, our
methodology leveraged CrowdTangle’s computer vision algorithm
to detect text within images and ascertain if these visual contents
were disseminated through automated means. It is worth noting that
prior research has highlighted that CrowdTangle’s computer vision
capabilities for text recognition have been a recent development and
are not without limitations [74]. Lastly, our process examined whether
multiple entities rapidly and consistently shared the same URL, which
serves as another indicator of coordinated activity [9,28].

75



1 

 

 
Figure 1 

 
Figure 2 

Figure 1. The illustration depicts a post referring to an external
URL, showcased in a thumbnail. The description field is located
below the link jornaldacidadeonline.com.br.” This mechanism is
also observed with internal URLs, which redirect to a Facebook
post. Source: Reprinted from Facebook.

To visualize the coordinated behaviors among different Facebook
groups more effectively, we constructed a graph G = (V, E), where
each vertex V = {v1, v2, v3, . . . , vn} represents a Facebook group, and
the edges E = {e1, e2, e3, . . . , em} indicate the sharing of posts with
signals of coordinated activity across these groups. This process was
applied to the entire dataset, resulting in the creation of Figure 2.
To implement this graph, we utilized the network analysis software
Gephi [76], which allowed us to visually demonstrate the stronger
connections between certain groups and the presence of structures that
resemble “echo chambers.” The Louvain method was employed to
identify network communities within this graph [77]. This community
detection algorithm relies on modularity optimization, resulting in a
fast process to generate clusters [78]. Through this technique, we could
pinpoint closely linked Facebook groups that formed more significant
echo chambers.
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Figure 2 Figure 2. This graph exclusively features Facebook groups

possessing degrees exceeding 100. In this context, these groups
have shared a minimum of 100 coordinated posts. Remarkably,
a significant portion of these groups have adopted political titles.
Source: Figure by authors.

Furthermore, we generated a second graph (see Figure 3)
illustrating the five most shared instances of disinformation content.
This graph, denoted as G = (D, F), consisted of nodes of different
types, where the set of disinformation content D = {d1, d2, d3, . . . , dn}
was connected to the set of Facebook groups F = {f 1, f 2, f 3, . . . , fn}
through an edge set E = {e1, e2, e3, . . . , em}, signifying the coordinated
activity signals within the dataset. This graph vividly demonstrates
the robust correlation between echo chambers and the widespread
dissemination of disinformation. In the subsequent section, we delve
into our findings and present these visualizations.
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Figure 3 Figure 3. This graph illustrates the five most widely shared instances

of disinformation content, highlighting their interconnectedness
across various groups (dark blue nodes at the center). The edges
portrayed in pink signify the shared videos within these groups,
while the blue edges represent memes/photos, and the green edges
signify URLs. Source: Figure by authors

3. Results

Within our dataset, we were able to identify that approximately
1504 out of the 3912 Facebook groups displayed indications of
coordinated activity. In other words, nearly 38.5% of these groups
engaged in the near-simultaneous sharing of identical content. The
results also underscore that these orchestrated endeavors to manipulate
public discourse span across various groups with political designations.
The concern is heightened considering the nature of these posts, which
contain false or misleading information.

The correlation between political Facebook groups and specific
political behaviors introduces challenges to community cohesion and
trust dynamics. A substantial body of literature addressing politics
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and social media explores the potential impact of echo chambers on
individuals’ behaviors and how these might undermine efforts to
uphold democratic values [79,80]. These online groups, in particular,
exhibit indications of selective exposure, ideological segmentation,
and political polarization. In our sample, they often adopt political
labels [51]. This situation compounds existing issues by occupying a
privileged position in scientific communication, thereby endangering
public health and hindering efforts to manage the coronavirus
pandemic. These Facebook groups serve as a tangible example of the
intricate and interconnected nature of disinformation rhetoric, making
empirical analysis in isolation a complex endeavor. For example, past
research has highlighted the penetration of political disinformation
narratives in the COVID-19 discourse during the first waves of the
pandemic in Brazil [21].

Our method successfully identified certain groups that exhibited
stronger associations in disseminating these disinformation campaigns
compared to others. As depicted in Figure 2, the Facebook groups
highlighted in pink (a total of 117 nodes) form a particularly robust
“disinformation echo chamber.” Within it, inauthentic actors appear
to be swiftly and repeatedly amplifying inappropriate content. This
occurrence transpires at a notably higher frequency than in other
groups, as evidenced by a clustering coefficient of 0.85. This shows the
propensity of nodes within this network to cluster together, resulting in
the formation of triangles and the manifestation of robust community
structures within this network [81,82].

Additionally, the magenta nodes consist of 257 Facebook groups
that showcase coordinated behavior. These groups also exhibit a
high clustering coefficient (0.83), indicating the presence of a strong
community structure. Lastly, the blue nodes represent 150 Facebook
groups wherein multiple actors appear to make concerted efforts to
enhance the visibility of specific content by employing coordinated
activities. This community boasts a more robust structure than the
magenta one (with a clustering coefficient of 0.84), albeit with a smaller
number of nodes. Our analysis further revealed the existence of smaller
communities that also display traces of activities aimed at artificially
boosting the popularity of certain online content. Consequently,
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these Facebook groups, which likely emerge from orchestrated
communication dynamics intending to disseminate messages to wide
audiences, can be likened to “disinformation echo chambers.”

Figure 3 underscores how the five most frequently shared
narratives are extensively propagated among these Facebook groups.
Housing potentially inauthentic actors, these online communities
appear to amplify these problematic contents in an endeavor to
elevate their visibility. This creates a causal connection that potentially
links the spread of disinformation with the presence of online echo
chambers [71].

In essence, when a network of groups within an online media
environment engages in nearly simultaneous and recurrent sharing
of disinformation narratives, the emergence of “disinformation echo
chambers” becomes apparent.

4. Discussion and Conclusions

This chapter delves into the concerning prevalence of digital
disinformation within online social networks, specifically highlighting
how political Facebook groups have become conduits for amplifying
the reach of such narratives. Our approach successfully identified
instances of disinformation narratives being shared in close proximity
by various entities within a short timeframe. This encompassed URLs,
posts, and memes, all of which contributed to the proliferation of echo
chambers on online social media platforms.

In fact, Facebook groups inherently function as echo chambers, as
users deliberately join these groups to expose themselves selectively to
information that aligns with their pre-existing beliefs and values [34].
However, these groups reinforce confirmation biases and contribute to
the polarization of views by limiting exposure to diverse perspectives.
These Facebook groups are the spaces where one gets their daily
dose of confirmation bias, exacerbating their problematic behavior [4,
5]. Although some of these habits are influenced by both social
and political polarization as well as platforms’ algorithms, Facebook
groups have emerged as fertile ground for disseminating false or
misleading information [83]. This is especially evident during periods
of uncertainty, such as the COVID-19 pandemic [22].
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Our research outcomes highlight the significant purposeful
interconnection among particular groups, driven by coordinated
endeavors to propagate disinformation narratives. Specifically, these
posts, especially those linking COVID-19 vaccines with inaccurate or
deceptive information, have played a role in fostering the expansion
of anti-vaccination sentiments. This network of interrelated groups,
united by the circulation of shared content, underscores the echo
chamber phenomenon, wherein they reinforce their confirmation
biases. Consequently, it is plausible to view these Facebook groups as
“disinformation echo chambers.”

We assert that these “disinformation echo chambers” emerge
from orchestrated actions aimed at intentionally spreading false or
deceptive narratives to wide audiences. In our context, this poses
threats to strategies aimed at curbing the impact of the COVID-19
pandemic, including vaccination efforts [34]. Furthermore, our study
underscores that, despite efforts to eliminate false or misleading content
related to COVID-19 vaccines, such material remained accessible to
users, even when it had been debunked by fact-checking organizations
collaborating with Meta/Facebook. This situation is concerning, as it
indicates that the effectiveness of these measures is questionable.

It is crucial to note that our analysis primarily focused on
coordinated activities driven by automated accounts. However, real
users can also contribute to coordinated inauthentic behavior [84],
as recently highlighted by Facebook’s expanded policies against
such actions. The company announced a crackdown on coordinated
campaigns of actual users that cause harm on and off its platforms,
expanding its measure against coordinated activities [85].

Our study’s fixed threshold approach might not capture all
instances of near-simultaneous sharing, considering the evolving
strategies of malicious actors. Addressing such complex scenarios
requires combining various methods and approaches to effectively
combat information disorder in rapidly changing online environments.

Similarly, our analysis was limited to large public groups. Similar
dynamics might be at play in smaller and private groups, potentially
exacerbating exposure to false narratives for these individuals.
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Exploring the interplay between false content dissemination in private
and public groups could be a fruitful avenue for future research.

In conclusion, the ongoing pandemic has underscored the critical
importance of comprehending and countering the propagation of
problematic information online. This study presents an innovative
computational method that uncovers the existence of “disinformation
echo chambers” within public Facebook groups using different ways
to manipulate the public discourse (e.g., memes, URLs, etc.). By
disseminating deceptive narratives, these groups can undermine
COVID-19 vaccination efforts and erode public trust in health measures.
Our findings not only shed light on these inauthentic tactics but also
suggest novel approaches for detection and mitigation to combat the
visibility and impact of misleading content.
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