
Supplementary Materials: Full equation set for AHP and TOPSIS methodology 

AHP 

Establish the AHP decision matrix 

𝐴 = ൦𝑎ଵଵ 𝑎ଵଶ ⋯ 𝑎ଵ௡𝑎ଶଵ 𝑎ଶଶ ⋯ 𝑎ଶ௡⋮ ⋮ ⋱ ⋮𝑎௡ଵ 𝑎௡ଶ … 𝑎௡௡൪ 

Where: 

(i) 𝑎௜௝ = ଵ௔௝௜  for 𝑖, 𝑗 = 1, … , 𝑛 and 𝑖 ≠ 𝑗 

(ii) 𝑎௜௝ = 1 for 𝑖, 𝑗 = 1, … , 𝑛 and 𝑖 = 𝑗 

(S1)

 

Normalizing the matrix by column 

𝐴መ = ൥𝑎ොଵଵ 𝑎ොଵଶ ⋯ 𝑎ොଵ௡⋮ ⋮ ⋱ ⋮𝑎ො௡ଵ 𝑎ො௡ଶ … 𝑎ො௡௡൩ 

Where: 

(i) 𝑎ො௜௝ = ௔೔ೕ∑ ௔೔ೕ೙೔సభ  

(S2)

 

 

Define the priority weight vector by the geometric mean of the rows 

𝒘 = ൮𝑤ଵ𝑤ଶ…𝑤௡൲ = ⎝⎜
⎛ ඥ𝑎ොଵଵ ⋅ 𝑎ොଵଶ ⋅ … ⋅ 𝑎ොଵ௡೙ඥ𝑎ොଶଵ ⋅ 𝑎ොଶଶ ⋅ … ⋅ 𝑎ොଶ௡೙ …ඥ𝑎ො௡ଵ ⋅ 𝑎ො௡ଶ ⋅ … ⋅ 𝑎ො௡௡೙ ⎠⎟

⎞
 

Where: 

(i) 𝑤௜ > 0 and 𝑖 = 1,2, … 𝑛 
(ii) ∑ 𝑤௜௡௜ୀଵ = 1 

(S3)

 

A note on consistency 

In Saaty’s consistency eigenvector method, 𝒘 is the eigenvector of the matrix so that 𝜆 would be the principle 
eigenvalue of the vector in accordance with the Perron-Frobenius theorem and 𝜆 = 𝑛. Equation S4 demonstrates a 
relationship with matrix A assuming perfect consistency. However, because of inconsistency, Saaty proposes 
supplementing 𝜆 with the 𝜆௠௔௫  where 𝜆௠௔௫ > 𝑛  and the difference between 𝜆௠௔௫  and n is representative of the 
inconsistency of the judgements. 𝐴𝒘 = 𝜆𝒘 

(S4)



Where 

(i) 𝜆 is the principle eigenvalue of matrix A 

 

Geometric consistency index for the geometric mean priority weight vector method 

𝐺𝐶𝐼 = 2(𝑛 − 1)(𝑛 − 2) ෍ 𝑙𝑛ଶ𝑒௜௝௡
௜,௝ୀଵ௜ழ௝

 

 Where 

(i) 𝑒௜௝ = 𝑎௜௝𝑤௝/𝑤௜ is the error obtained when the ratio 𝒘௜/𝒘௝ is approximated by 𝑎௜௝ 

(S5)

 

Determine the consistency measure of each participant in group aggregation. 𝐶𝑀௞ = 1 − 𝐶𝑅௞ 

Where: 

(i) 𝑘 = 1, 2, … , 𝑟 for the set of decision-makers 
(S6)

 

Determine the individual aggregation weight of each participant. 

𝑎𝑖𝑤௞ = 𝐶𝑀௞∑ 𝐶𝑀௞௥௞ୀଵ  

Where: 

(i) ∑ 𝑎𝑖𝑤௞௥௞ୀଵ = 1 

(S7)

 

Determine the group priority weight vector 𝒘ഥ = ෑ (𝒘௞)(௔௜௪ೖ)௥௞ୀଵ  

So that: 

𝒘ഥ = ൮𝑤ଵଵ𝑤ଶଵ…𝑤௡ଵ
൲௔௜௪భ ⋅ ൮𝑤ଵଶ𝑤ଶଶ…𝑤௡ଶ

൲௔௜௪మ ⋅ … ⋅ ൮𝑤ଵ௄𝑤ଶ௄…𝑤௡௄
൲௔௜௪ೝ = ൮𝑤ഥଵ𝑤ഥଶ…𝑤ഥ௡൲ 

(S8)

 

Normalize the group priority weight vector 



𝒘ෝ = 𝑤ഥ௜∑ 𝑤ഥ௜௡௜ୀଵ = ൮𝑤ෝଵ𝑤ෝଶ…𝑤ෝ௡
൲ (S9)

 

Determine the global weights on the criteria considering their parent criterion 𝒘௚௟௢௕௔௟ ௦௨௕ି௖௥௜௧௘௥௜௔ ௠௔௧௥௜௫ = 𝑤ෝ௜𝒘ෝ ௦௨௕ି௖௥௜௧௘௥௜௔ ௠௔௧௥௜௫ 

Where: 

(i) 𝑤௜ is the weight of the parent criterion in the decision hierarchy from the 
aggregated parent priority weight vector defined in equation S9 

(S10)

 

Definition of the final global priority weight vector for all criteria interacting with the alternatives. 

𝒘 = ൮𝑤ଵ𝑤ଶ…𝑤௡൲ 

Where: 

(i) 𝑤௝ is the global weight of criterion j that interacts with the alternatives in the 
decision tree 

(ii) 𝑤௝ > 0 and 𝑗 = 1, … , 𝑛  
(iii) ∑ 𝑤௝௡௝ୀଵ = 1 

(S11)

 

TOPSIS 

Establish the TOPSIS decision matrix 

𝐵௞ = 𝐴ଵ𝐴ଶ⋮𝐴௠
𝐶ଵ 𝐶ଶ … 𝐶௡

൦ 𝑓ଵଵ 𝑓ଵଶ … 𝑓ଵ௡𝑓ଶଵ 𝑓ଶଶ … 𝑓ଶ௡⋮ ⋮ ⋱ ⋮𝑓௠ଵ 𝑓௠ଶ … 𝑓௠௡൪ 

Where: 

(i) 𝐴௜ represents the alternative 𝑖 and 𝐶௝ represents the criteria 𝑗,  for 𝑖 = 1, … , 𝑚 and 𝑗 = 1, … , 𝑛 
(ii) And 𝑓௜௝  represents the performance rating of 𝐴௜ under 𝐶௝ 
(iii) For k=1,2,…,r for the number of decision-makers 

(S12)

 

Normalize the TOPSIS matrix 



𝑍௞ = ൦ 𝑧ଵଵ 𝑧ଵଶ ⋯ 𝑧ଵ௡𝑧ଶଵ 𝑧ଶଶ ⋯ 𝑧ଶ௡⋮ ⋮ ⋱ ⋮𝑧௠ଵ 𝑧௠ଶ … 𝑧௠௡൪ 

Where: 

(i) 𝑧௜௝ = ௙೔ೕට∑ ௙೔ೕమ೘೔సభ  

(S13)

 

Determine the Positive Ideal Solution (PIS) for each criterion 𝑍௞ା = ൛൫𝑀𝑎𝑥 𝑧௜௝௞ |𝑗 ∈ 𝐽 ൯, ൫𝑀𝑖𝑛 𝑧௜௝௞ |𝑗 ∈ 𝐽′൯|𝑖 = 1,2, … , 𝑚ൟ = ൛𝑧ଵ௞ା, … , 𝑧௝௞ା|𝑗 = 1,2, … , 𝑛ൟ 

Where: 

(i) 𝐽 is associated with positive criteria or benefits while 𝐽ᇱ is associated with 
negative criteria or costs 

(S14)

 

Determine the Negative Ideal Solution (NIS) for each criterion 𝑍௞ି = ൛൫𝑀𝑖𝑛 𝑧௜௝௞ |𝑗 ∈ 𝐽 ൯, ൫𝑀𝑎𝑥 𝑧௜௝௞ |𝑗 ∈ 𝐽′൯|𝑖 = 1,2, … , 𝑚ൟ = ൛𝑧ଵ௞ି, … , 𝑧௝௞ି|𝑗 = 1,2, … , 𝑛ൟ 

Where: 

(i) 𝐽 is associated with positive criteria or benefits while 𝐽ᇱ is associated with 
negative criteria or costs 

(S15)

 

Establish the separation distance of each alternative from the PIS 

𝑆௜௞ା = ඩ෍ 𝑤௝൫𝑧௜௝௞ − 𝑧௝௞ା൯ଶ௡
௝ୀଵ  

Where: 

(i) 𝑤௝ is the weight of criterion 𝑗 from the priority weight vector 𝒘 defined in 
Equation S11 

So that: 

𝑆௜௞ା =
⎝⎜
⎜⎜⎜⎛

ට𝑤ଵ(𝑧ଵଵ௞ − 𝑧ଵ௞ା)ଶ + 𝑤ଶ(𝑧ଵଶ௞ − 𝑧ଶ௞ା)ଶ + ⋯ + 𝑤௡(𝑧ଵ௡௞ − 𝑧௡௞ା)ଶ
ට𝑤ଵ(𝑧ଶଵ௞ − 𝑧ଵ௞ା)ଶ + 𝑤ଶ(𝑧ଶଶ௞ − 𝑧ଶ௞ା)ଶ + ⋯ + 𝑤௡(𝑧ଶ௡௞ − 𝑧௡௞ା)ଶ⋮ට𝑤ଵ(𝑧௠ଵ௞ − 𝑧ଵ௞ା)ଶ + 𝑤ଶ(𝑧௠ଶ௞ − 𝑧ଶ௞ା)ଶ + ⋯ + 𝑤௡(𝑧௠௡௞ − 𝑧௡௞ା)ଶ⎠⎟

⎟⎟⎟⎞ 

(S16)

 

Establish the separation distance of each alternative from the NIS 



𝑆௜௞ି = ඩ෍ 𝑤௝൫𝑧௜௝௞ − 𝑧௝௞ି൯ଶ௡
௝ୀଵ  

Where: 

(i) 𝑤௝ is the weight of criterion 𝑗 from the priority weight vector 𝒘 defined in 
Equation S11 

so that: 

𝑆௜௞ା =
⎝⎜
⎜⎜⎜⎛

ට𝑤ଵ(𝑧ଵଵ௞ − 𝑧ଵ௞ି)ଶ + 𝑤ଶ(𝑧ଵଶ௞ − 𝑧ଶ௞ି)ଶ + ⋯ + 𝑤௝൫𝑧ଵ௝௞ − 𝑧௝௞ି൯ଶ
ට𝑤ଵ(𝑧ଶଵ௞ − 𝑧ଵ௞ି)ଶ + 𝑤ଶ(𝑧ଶଶ௞ − 𝑧ଶ௞ି)ଶ + ⋯ + 𝑤௝൫𝑧ଶ௝௞ − 𝑧௝௞ି൯ଶ⋮ට𝑤ଵ(𝑧௜ଵ௞ − 𝑧ଵ௞ି)ଶ + 𝑤ଶ(𝑧௜ଶ௞ − 𝑧ଶ௞ି)ଶ + ⋯ + 𝑤௝൫𝑧௜௝௞ − 𝑧௝௞ି൯ଶ ⎠⎟

⎟⎟⎟⎞ 

(S17)

 

Aggregate the separation distances from the PIS’ for the group 

 

Aggregate the separation distances from the NIS’ for the group 

𝑆పିതതതത = ൭ෑ 𝑆௜௞ି௄
௞ୀଵ ൱ଵ ௥ൗ = ⎝⎛

(𝑆ଵଵି ⋅ 𝑆ଵଶି ⋅ … ⋅ 𝑆ଵ௄ି)ଵ/௥(𝑆ଶଵି ⋅ 𝑆ଶଶି ⋅ … ⋅ 𝑆ଶ௄ି)ଵ/௥⋮(𝑆௠ଵି ⋅ 𝑆௠ଶି ⋅ … ⋅ 𝑆௠௄ି)ଵ/௥⎠⎞ (S19)

 

Determine the closeness measure for each alternative 

𝐶ప∗തതത = 𝑆పିതതതത𝑆పାതതതത + 𝑆పିതതതത (S20)

 

Sensitivity 

Initiate a disturbance on a weight and adjust the remaining weights in accordance. 

𝑆పାതതതത = ൭ෑ 𝑆௜௞ା௥
௞ୀଵ ൱ଵ ௥ൗ = ⎝⎛

(𝑆ଵଵା ⋅ 𝑆ଵଶା ⋅ … ⋅ 𝑆ଵ௥ା)ଵ/௥(𝑆ଶଵା ⋅ 𝑆ଶଶା ⋅ … ⋅ 𝑆ଶ௥ା)ଵ/௥⋮(𝑆௠ଵା ⋅ 𝑆௠ଶା ⋅ … ⋅ 𝑆௠௥ା)ଵ/௥⎠⎞ (S18)



𝒘ᇱ =
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛𝑤ଵᇱ = 𝑤ଵ𝑤ଵ + 𝑤ଶ + ⋯ 𝑤௤∗ + ⋯ 𝑤௡ = 𝑤ଵ1 + (𝛾௤ − 1)𝑤௤𝑤ଶᇱ = 𝑤ଶ𝑤ଵ + 𝑤ଶ + ⋯ 𝑤௤∗ + ⋯ 𝑤௡ = 𝑤ଶ1 + (𝛾௤ − 1)𝑤௤⋮𝑤௤ᇱ = 𝑤௤∗𝑤ଵ + 𝑤ଶ + ⋯ 𝑤௤∗ + ⋯ 𝑤௡ = 𝛾௤𝑤௤1 + (𝛾௤ − 1)𝑤௤⋮𝑤௡ᇱ = 𝑤௡𝑤ଵ + 𝑤ଶ + ⋯ 𝑤௤∗ + ⋯ 𝑤௡ = 𝑤௡1 + (𝛾௤ − 1)𝑤௤⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

Where: 

(i) 𝑤ଵᇱ , 𝑤ଶᇱ , 𝑤௤ᇱ , and 𝑤௡ᇱ  are the new weights for criteria 1, 2, q, and n after the 
disturbance of 𝑤௤ 

(ii) ∑ 𝑤௝ᇱ௡௝ୀଵ = 1 and 𝑗 = 1, … , 𝑛 

(S21)

 

Establish the unitary variation ratio of the disturbed weight 𝛽௤ = 𝑤௤ᇱ𝑤௤ (S22)

 

The initial variation ratio in terms of the unitary variation ratio 𝛾௤ = 𝛽௤ − 𝛽௤𝑤௤1 − 𝛽௤𝑤௤  (S23)

 

 


