
Supplementary Material 
Following the framework and notation given by [1], let us suppose that two raters, ݅ and ݅ᇱ; ݅ ∈{1,2, … , ℎ} each provide a rating for ݊ subjects into one of ݇ mutually exclusive categories 
indexed by ݆ ∈ {1,2, … , ݇} – for now we assume ݇ = 2. This setup can be conceptualized as a 
2x2 contingency table, such that ݐ௝௝ᇲ(݅݅ᇱ) denotes the  
number of subjects categorized into category ݆ by rater ݅ and in category ݆ᇱ by rater ݅ᇱ. 
Subsequently, we have ݊ = ∑ ∑ ௝௝ᇲ(݅݅ᇱ)௞௝ᇲୀଵ௞௝ୀଵݐ .    
 
Additionally, we have that proportions of the corresponding contingency table with entries  ݑ௝௝ᇲ(݅݅ᇱ) = ௧ೕೕᇲ(௜௜ᇲ)௡      (2) 
 
Note that the row and column totals are given by  
௜௝݌  = ∑ ௝௝ᇲ(݅݅ᇱ)௞௝ᇲݑ      (3) 

 
and  
௜ᇲ௝ᇲ݌  = ∑ ௝௝ᇲ(݅݅ᇱ)௞௝ݑ      (4) 
 
respectively. 
 
Cohen’s Kappa 
Having established the notation, we proceed to define Cohen’s Kappa [2], specifically,  
஼௢௛௘௡ߢ̂  = ௣೔೔ᇲି௣೐ଵି௣೐      (5) 
 
where ݌௜௜ᇲ is the raw agreement (unadjusted for chance agreement) and given by  
௜௜ᇲ݌  = ∑ ௝௝(݅݅ᇱ)௞௝ݑ      (6) 
 
and ݌௘ is the chance agreement which is given by  
௘݌  = ∑ ௜ᇲ௝௞௝ୀଵ݌௜௝݌      (7) 
 
Fleiss’ Kappa 
Following the notation from above, we assume that there may by an arbitrary number of raters 
and categories. Subsequently, Fleiss’ Kappa, denoted ̂ߢி௟௘௜௦௦ is estimated by  
 

ி௟௘௜௦௦ߢ̂ = ∑ ∑ ∑ ௨ೕೕ൫௜௜ᇲ൯ିೖೕసభ೓೔ᇲస೔శభ೓షభ೔సభ ∑ ∑ ∑ ቆ೛೔ೕశ೛೔ᇲೕమ ቇమೖೕసభ೓೔ᇲస೔శభ೓షభ೔సభ೓(೓షభ)మ ି∑ ∑ ∑ ൬೛೔ೕశ೛೔ᇲೕమ ൰మೖೕసభ೓೔ᇲస೔శభ೓షభ೔సభ    (8) 



 
This was one of the first major attempts in providing a multiple rater statistic for IRA [3].  
 
Light’s Kappa and Conger’s Kappa 
Light presented a IRA statistic for 3 raters [4], which was later generalized to any number of 
raters by Conger [5]. Here we present the generalization, ̂ߢ஼௢௡௚௘௥ which is estimated by 
஼௢௡௚௘௥ߢ̂  = ଶ௛(௛ିଵ) ∑ ∑ ௜௜ᇲ௛௜ᇲୀ௜ାଵ௛ିଵ௜ୀଵߢ̂      (9) 
 
where ߢ௜௜ᇲ  is Cohen’s Kappa between raters ݅ and ݅ᇱ.  
 
 
Gwet’s AC1 
Gwet’s AC1 statistics provides a estimate for any number of raters and categories [6]. It remains 
in the form of the Kappa statistics such that 
෢ଵܥܣ  = ௣ೌି௣೐೤ଵି௣೐೤       (10) 

 
where ݌௔, the proportion of agreement is given by  
 ௔ܲ = ଵ௡ ∑ ∑ ௥ೞೕ(௥ೞೕିଵ)௛(௛ିଵ)௞௝ୀଵ௡௦ୀଵ      (11) 
 
such that ݎ௦௝ is the number of raters who classified the ݏth subject into the ݆th category. 
Additionally,  
௘௬݌  = ଵ௞ ∑ ௝(1ߨ − ௝)௞௝ୀଵߨ      (12) 
 
where  
௝ߨ  = ଵ௡ ∑ ௥ೞೕ௛௡௜ୀଵ       (13) 
 
Final Remarks 
We have intentionally omitted any formalisms around the variance since there is a great deal of 
heterogeneity on the topic, and any treatment thereof here would necessarily be an 
incomplete one. That is, several estimators of the variance have been proposed for each of the 
above statistics. The following references, may however, be of interest as a starting point [7–
10].  
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