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Supplementary Materials: Multi-Stage Network for Event-
Based Video Deblurring with Residual Hint Attention
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1. Supplementary details
This supplementary material is accompanied by the manuscript "Multi-stage network 

for event-based video deblurring with residual hint attention" and contains the network 
architectures and additional visual results.

Table S1 shows the network architecture of the coarse network. Table S2 shows the 
structure of the dynamic filter estimation. Table S3 shows the structure of the gate fusion 
module. Table S4 shows the structure of the residual hint attention (RHA) module. Table 
S5 shows how the inputs of the refinement network are g enerated. Table S6 shows the 
network architecture of the refinement network.

Figure S1 shows additional results of visual comparison with the GoPro dataset [1].
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Table S1. Structure of the coarse network [2].

Inputs/Branches Operation Kernel Size Stride Channel Output Activation
Input Concatenation (Ci−1, Ci)

E_encoder1 Convolution 3×3 1 64 e_feature1 LeakyReLU
E_resblock1_1 Residual block 3×3 1 64 e_feature2 LeakyReLU
E_resblock1_2 Residual block 3×3 1 64 e_feature3 LeakyReLU

E_encoder2 Convolution 3×3 2 96 e_feature4 LeakyReLU
E_resblock2_1 Residual block 3×3 1 96 e_feature5 LeakyReLU
E_resblock2_2 Residual block 3×3 1 96 e_feature6 LeakyReLU

E_encoder3 Convolution 3×3 2 128 e_feature7 LeakyReLU
E_resblock3_1 Residual block 3×3 1 128 e_feature8 LeakyReLU
E_resblock3_2 Residual block 3×3 1 128 e_feature9 LeakyReLU

kconv kconv(e_feaeture9, Dynamic Filter), 128channel
E_decoder1 ConvTranspose 4×4 2 96 e_feature10 LeakyReLU

Skip connection Concatenation(e_feature10, e_feature6)
E_skipConv1 Convolution 3×3 1 96 e_feature11 LeakyReLU
E_resblock4_1 Residual block 3×3 1 96 e_feature12 LeakyReLU
E_resblock4_2 Residual block 3×3 1 96 e_feature13 LeakyReLU

E_decoder2 ConvTranspose 4×4 2 64 e_feature14 LeakyReLU
Skip connection Concatenation(e_feature13, e_feature3)

E_skipConv2 Convolution 3×3 1 96 event feature(Ei) LeakyReLU
residual_estimation_for_blurry_frame event feature(Ei)

E_residual_conv_b1 Convolution 3×3 1 32 r_b_feature1 LeakyReLU
E_residual_resblock_b1 Residual block 3×3 1 32 r_b_feature2 LeakyReLU
E_residual_resblock_b2 Residual block 3×3 1 32 r_b_feature3 LeakyReLU

E_residual_conv_b2 Convolution 3×3 1 3 intensity_residual_b LeakyReLU
(Bi ∗ intensity_residual_b = LS(b)

i )
residual_estimation_for_previous_frame event feature(Ei)

E_residual_conv_s1 Convolution 3×3 1 32 r_s_feature1 LeakyReLU
E_residual_resblock_s1 Residual block 3×3 1 32 r_s_feature2 LeakyReLU
E_residual_resblock_s2 Residual block 3×3 1 32 r_s_feature3 LeakyReLU

E_residual_conv_s2 Convolution 3×3 1 3 intensity_residual_s LeakyReLU
(Si−1 ∗ intensity_residual_s = LS(s)

i )
Gate_fusion (Ci, Ci−1, LS(b)

i , LS(s)
i , PS(2)

i )
(CSi = weight1 ∗ LS(b)

i + weight2 ∗ LS(s)
i )

Output coarse sharp frame (CSi)

Table S2. Structure of the dynamic filter generation block used for the event feature extraction [2,3].

Inputs/Branches Operation Kernel Size Stride Channel Output Activation
Input Concatenation(Ci−1, Ci, Bi−1, Bi, Si−1)

F_encoder1 Convolution 3×3 1 64 f_feature1 LeakyReLU
F_resblock1_1 Residual block 3×3 1 64 f_feature2 LeakyReLU
F_resblock1_2 Residual block 3×3 1 64 f_feature3 LeakyReLU

F_encoder2 Convolution 3×3 2 96 f_feature4 LeakyReLU
F_resblock2_1 Residual block 3×3 1 96 f_feature5 LeakyReLU
F_resblock2_2 Residual block 3×3 1 96 f_feature6 LeakyReLU

F_encoder3 Convolution 3×3 2 128 f_feature7 LeakyReLU
F_resblock3_1 Residual block 3×3 1 128 f_feature8 LeakyReLU
F_resblock3_2 Residual block 3×3 1 128 f_feature9 LeakyReLU

FAC_conv1 Convolution 3×3 1 128 f_feature10 LeakyReLU
F_resblock4_1 Residual block 3×3 1 128 f_feature11 LeakyReLU
F_resblock4_2 Residual block 3×3 1 128 f_feature12 LeakyReLU

FAC_conv2 Convolution 3×3 1 128×K×K Dynamic Filter LeakyReLU
Output Dynamic Filter (128×K×K)

Table S3. Structure of the gate fusion module

Inputs/Branches Operation Kernel Size Stride Channel Output Activation

Input Ci, Ci−1, Si−1, LS(b)
i , LS(s)

i
Reshape reshape each input.

Input Concatenation(reshape(Ci, Ci−1, Si−1, f PS(1)
i , PS(2)

i ))
G_conv3d1 Convolution 3D 3×3 1 64 gate_feature1 LeakyReLU
G_conv3d2 Convolution 3D 3×3 1 64 gate_feature2 LeakyReLU
G_conv3d3 Convolution 3D 3×3 1 6 weight sigmoid

Split split weight to 3 channel weight1 = weight[:, : 3, ...], weight2 = weight[:, 3 :, ...]
Output Two channel weight map (weight1, weight2)
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Table S4. Structure of the residual hint attention (RHA) module

Inputs/Branches Operation Kernel Size Stride Channel Output Activation
Input (CSi, frame)

ResidualHint = f rame − CSi
A_att_conv Convolution 3×3 1 32 attention_map sigmoid

Input (frame)
A_content_conv Convolution 3×3 1 32 content_feature LeakyReLu

Input (frame)
A_ref_conv Convolution 3×3 1 32 ref_feature LeakyReLu

Attended_ f eature = attention_map ∗ re f _ f eature
Output (Attended_ f eature + content_ f eature)

Table S5. Generation of the input data for the refinement network

Inputs/Branches Operation Kernel Size Stride Channel Output Activation
Input (CSi, Bi, Si−1)
Input (CSi)

I_conv1 Convolution 3×3 1 32 coarse_feature ReLU
Input (Si−1)

RHA_prev Residual hint attention attended_feature_S
Input (Bi)

RHA_blur Residual hint attention attended_feature_B
Output (coarse_ f eature + attended_ f eature_S + attended_ f eature_B)

Table S6. Structure of the refinement network

Inputs/Branches Operation Kernel Size Stride Channel Output Activation
Input (Feature(32 channel))
Input (CSi)

R_conv1_1 Convolution 3×3 1 64 r_feature1 ReLU
R_conv1_2 Convolution 3×3 1 64 r_feature2 ReLU
R_conv1_3 Convolution 3×3 2 128 r_feature3 ReLU
R_conv2_1 Convolution 3×3 1 128 r_feature4 ReLU
R_conv2_2 Convolution 3×3 1 128 r_feature5 ReLU
R_conv2_3 Convolution 3×3 2 256 r_feature6 ReLU
R_conv3_1 Convolution 3×3 1 256 r_feature7 ReLU
R_conv3_2 Convolution 3×3 1 256 r_feature8 ReLU
R_conv3_3 Convolution 3×3 2 512 r_feature9 ReLU

R_resblock_1 Residual block 3×3 1 512 r_feature10 ReLU
R_resblock_2 Residual block 3×3 1 512 r_feature11 ReLU

Skip_connection (r_feature11, r_feature9)
Bilinear interpolation×2

R_conv4_1 Convolution 3×3 1 256 r_feature12 ReLU
R_conv4_2 Convolution 3×3 1 256 r_feature13 ReLU

Skip_connection (r_feature13, r_feature6)
Bilinear interpolation×2

R_conv5_1 Convolution 3×3 1 128 r_feature14 ReLU
R_conv5_2 Convolution 3×3 1 128 r_feature15 ReLU

Skip_connection (r_feature15, r_feature3)
Bilinear interpolation×2

R_conv6_1 Convolution 3×3 1 64 r_feature16 ReLU
R_conv6_2 Convolution 3×3 1 64 r_feature17 ReLU
R_out_conv Convolution 3×3 1 3 output_of_refinement

Output output_of_refinement
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Figure S1. Additional visual comparison of video deblurring. (a) Blurry frame (b) Results of E2VID
[4]. (c) Results of STFAN [3]. (d) Results of CDVD-TSP [5]. (e) Results of ESTRNN [6]. (f) Results of
LEDVDI [2]. (g) Results of D2Net [7]. (h) Results of the proposed MEVDNet. (i) Ground truth
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