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Figure S1. Transformation of an HSI (left) into a data matrix, X of size P X Sy, (right), where S,;; =
H * W, indicating total pixels or spectral signatures in the HSI.
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(b) Ground truth image of Indian Pines HSI

(c) False-color composite of original Washington DC Mall HSI
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(d) Related ground truth of Washington DC Mall HSI

Figure S2. HSI datasets: (a) band-22 image of Indian Pines HSI, which is captured at 0.6 m wave-
lengths, (b) ground truth image of Indian Pines dataset, (c) false-color composite of original Wash-
ington DC Mall HSI, and (d) ground truth of Washington DC Mall dataset.

Table S1. Acronyms of different studied and proposed methods.

Acronym

PCA The conventional PCA

SPCA Correlation-based band segmentation with variance-based feature ranking
SPCA-NMI  Correlation-based band segmentation with NMI-based mRMR FS

BgPCA NMlI-based band grouping with variance-based feature ranking
BgPCA-NMI NMlI-based band grouping with NMI-based mRMR FS

Table S2. The rank of selected features for the classification of Indian Pines dataset.

Method

Order of Selected Features

PCA

SPCA

PC1toPC15

Segment 1: PC 1; Segment 1: PC 2; Segment 3: PC 1; Segment 2: PC 2; Segment 2: PC
3; Segment 2: PC 1; Segment 1: PC 3; Segment 1: PC 4; Segment 2: PC 3; Segment 3:
PC 2; Segment 1: PC 5; Segment 1: PC 6; Segment 1: PC 7; Segment 2: PC 8; Segment
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SPCA-NMI Segment 1: PC 1; Segment 1: PC 10; Segment 1: PC 9; Segment 1: PC 3; Segment 1:
PC 19; Segment 2: PC 34; Segment 1: PC 2; Segment 1: PC 5; Segment 1: PC 6;
Segment 3: PC 17; Segment 1: PC 12; Segment 1: PC 7; Segment 1: PC 15; Segment 3:
PC 2; Segment 2: PC 5;

BgPCA Group 1: PC 1; Group 1: PC 2; Group 2: PC 2; Group 1: PC 3; Group 3: PC 2; Group
1: PC 4; Group 1: PC 5; Group 1: PC 6; Group 1: PC 7; Group 1: PC 8; Group 1: PC9;
Group 1: PC 10; Group 1: PC 11; Group 2: PC 3; Group 1: PC 12;

BgPCA-NMI  Group 1: PC 1; Group 2: PC 4; Group 2: PC 2; Group 2: PC 3; Group 3: PC 2; Group
1: PC 3; Group 1: PC 4; Group 3: PC 3; Group 1: PC 5; Group 1: PC 6; Group 1: PC 2;
Group 3: PC 4; Group 2: PC 5; Group 1: PC 10; Group 3: PC 5;

Table S3. The rank of selected features for the classification of DC Mall dataset.

Method Order of Selected Features
PCA PC1toPC8
SPCA Segment 2: PC 1; Segment 1: PC 1; Segment 3: PC 1; Segment 1: PC 2;

Segment 2: PC 2; Segment 2: PC 3; Segment 1: PC 3; Segment 1: PC 4;
SPCA-NMI Segment 2: PC 1; Segment 3: PC 3; Segment 1: PC 3; Segment 1: PC 2;
Segment 3: PC 1; Segment 3: PC 2; Segment 3: PC 4; Segment 1: PC 1;
BgPCA Group 1: PC 2; Group 4: PC 1; Group 4: PC 2; Group 2: PC 5; Group 2:
PC 1; Group 3: PC 3; Group 1: PC 1; Group 3: PC 2;
BgPCA-NMI Group 2: PC 1; Group 1: PC 1; Group 1: PC 2; Group 3: PC 1; Group 2:
PC 2; Group 1: PC 3; Group 1: PC 4; Group 2: PC 2;

Table S4. Training and testing samples for AVIRIS dataset.

Class Training Samples Testing Samples
Hay-windrowed (C1) 165 135
Soybean-notill (C2) 109 85
Woods (C3) 279 248
Wheat (C4) 42 63
Grass-trees (C5) 96 80
Soybean-mintill (C6) 130 165
Grass-pasture (C7) 108 72
Corn-notill (C8) 48 40
Corn (C9) 48 44
Corn-mintill (C10) 15 14
Stone-Steel-Towers (C11) 25 20
Alfalfa (C12) 15 15
Soybean-clean (C13) 21 10
Buildings-Grass-Trees-Drives (C14) 20 15

Total Samples 1137 1006
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Table S5. Training and testing samples for HYDICE dataset.

Class Training Samples Testing Samples
Shadow (C1) 20 16
Tree (C2) 367 1056
Roof (C3) 117 108
Water (C4) 425 476
Street (C5) 299 369
Grass (C6) 361 850
Total samples 1589 2875
Table S6. Error matrix of BgPCA-NMI for Indian Pines dataset.
Predicted Class
C1 2 C3 C4 C5 Ceé Cc7 C8 9 Cl0 Ci1 C12 C13 C14
C1 135 0 0 0 0 0 0 0 0 0 0 5 0 0
2 0 83 0 0 0 15 0 0 0 0 0 0 0 0
C3 0 0 235 0 2 0 0 0 0 0 0 0 0 6
C4 0 0 0 63 0 0 0 0 0 0 0 0 0 0
C5 0 0 0 0 77 0 0 0 0 0 0 0 0 0
§ C6 0 2 0 0 0 150 0 6 0 0 0 0 0 0
R 0 0 11 0 1 0 72 0 0 0 0 0 0 0
'gn C8 0 0 0 0 0 0 0 34 0 0 0 0 0 0
g 9 0 0 0 0 0 0 0 0 44 0 1 0 0 0
Ci0 o0 0 0 0 0 0 0 0 0 14 0 0 0 0
Ci1 o0 0 0 0 0 0 0 0 0 0 19 0 0 0
C12 0 0 0 0 0 0 0 0 0 0 0 10 0 0
C13 0 0 0 0 0 0 0 0 0 0 0 0 10 0
Ci4 0 0 2 0 0 0 0 0 0 0 0 0 0 9
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Table S7. Error matrix of BgPCA-NMI for Washington DC Mall dataset.

Predicted Class

C1 C2 C3 C4 Cs5 Cé

C1 16 0 0 2 0 0
C2 0 1032 0 0 0 2

2 C3 0 0 108 0 0 0
2 C4 0 0 0 474 0 0
% O 0 9 0 0 369 0
S s 0 15 0 0 0 848




