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Abstract: Deep learning is widely used in modern orchard production for various inspection mis-
sions, which helps improve the efficiency of orchard operations. In the mission of visual detection
during fruit picking, most current lightweight detection models are not yet effective enough to de-
tect multi-type occlusion targets, severely affecting automated fruit-picking efficiency. This study
addresses this problem by proposing the pioneering design of a multi-type occlusion apple dataset
and an augmentation method of data balance. We divided apple occlusion into eight types and used
the proposed method to balance the number of annotation boxes for multi-type occlusion apple
targets. Finally, a validation experiment was carried out using five popular lightweight object de-
tection models: yolox-s, yolov5-s, yolov4-s, yolov3-tiny, and efficidentdet-d0. The results show that,
using the proposed augmentation method, the average detection precision of the five popular light-
weight object detection models improved significantly. Specifically, the precision increased from
0.894 to 0.974, recall increased from 0.845 to 0.972, and mATP0.5 increased from 0.982 to 0.919 for
yolox-s. This implies that the proposed augmentation method shows great potential for different
fruit detection missions in future orchard applications.
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models; augmentation method

1. Method 1

1. BL synthesis method: First, calculate the number of BL to be synthesized. Then, use
L synthesis method to synthesize the L image. Subsequently, L image will be used as
the basis. Randomly obtain the branch elements from the component pool according
to illumination demand. Then, randomly fill branches on the L image; refer to B syn-
thesis method. Finally, obtain the BL image.

2. BF synthesis method: First, calculate the number of BF to be synthesized. Second, use
the F synthesis method to synthesize F image. Then, use F image as the basis, and
obtain the branch elements from component pool according to illumination demand.
Subsequently, randomly fill the branches on the F image; refer to the B synthesis
method. Finally, obtain the BF image.

3. LF synthesis method: First, calculate the number of LF to be synthesized. Then, use
the F synthesis method to synthesize the F image. Next, randomly obtain the leaf
elements from the component pool according to illumination demand. Then, the leaf
image is randomly filled on the F image referring to the L synthesis method. Finally,
the LF image will be obtained.

4. BLF synthesis method: First, calculate the number of BLF to be synthesized. One
method is to synthesize the LF images according to the LF generation method. Next,
obtain random branch elements from the component pool according to illumination
demand. Then, the branch element is randomly filled on LF image with reference to
B synthesis method. Finally, the BLF image will be obtained. Another method is to
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extract a composite occlusion element first. Next, resize the element to the size of N.
Finally, the resized element is attached directly to N. Then, the BLF image will be
obtained.
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Figure S1. Results of raw images classified by illumination: (a) The image illumination classification
result of QX_H is high. (b) The image illumination classification result of PSR_H is high. (c) The
image illumination classification result of ZY_H is high. (d) The image illumination classification
result for ZY_L is low. (e) The image illumination classification result of ZY_L is low. (f) The image
illumination classification result of ZY_L is low.
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Figure S2. Visualization test results of yolov5-s-basic and yolov5-s-bal: (a) Annotated image within
PSR_H_TEST. (b) Figure (a) result after being tested by the yolov5-s-basic model. (c) Figure (a) result
after being tested by the yolov5-s-bal model. (d) Annotated images within ZY_L_TEST. (e) Figure
(d) result after being tested by the yolov5-s-basic model. (f) Figure (d) result after being tested by
the yolov5-s-bal model. Red circles represent incorrect test results; yellow circles represent correct
test results.
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Figure S3. Visualization test results of yolov4-s-basic and yolov4-s-bal: (a) Annotated image in
QX_H_TEST. (b) Figure (a) result after being tested by the yolov4-s-basic model. (c) Figure (a) result
after being tested by the yolov4-s-basic model. (d) Annotated image in QX_H_TEST. (e) Figure (d)
result after being tested by the yolov4-s-basic model. (f) Figure (d) result after being tested by the
yolov4-s-basic model. (g) Annotated image in PSR_H_TEST. (h) Figure (g) result after being tested
by the yolov4-s-basic model. (i) Figure (g) result after being tested by the yolov4-s-bal model. (j)
Annotated image in ZY_H_TEST. (k) Figure (j) result after being tested by the yolov4-s-basic model.
(1) Figure (j) result after being tested by the yolov4-s-bal model. (m) Annotated image in ZY_L_TEST.
(n) Figure (m) result after being tested by the yolov4-s-basic model. (o) Figure (m) result after being
tested by the yolov4-s-bal model. Red circles represent incorrect test results; yellow circles represent
correct test results.



