Supplementary Figures

Notebook 1 - Export Patches

Identify an AOI and produce an
EE geometry to define its bounds
¥
[Load pre-defined classified points?
¥
Load satellite imageries of custom
start-end dates and reduce them
to fit within the EE geometry
¥
Compute a median composite
image and add spectral indices as
bands?
¥
Segment the image composite to
facilitate the classification
¥
Split the points in training-test sets
¥
Generate a random forest
Classifier using the training data
¥
Classify the image composite with
the new Classier and add the
classification as a new band
¥
Identify small export areas and
define patches size (pixels)
¥
Export the composite within the
export areas as TFRecords
patches to target cloud storage®

1In this project the points were manually defined to distinguish between LCT using EE drawing tools.

Notebook 2 - Generate Model

'Load the mixer.json file generated ‘
automatically at patches export* |
¥
Generate a TFRecords dataset
using the target patches
¥
Split the TFRecords dataset in
training-validation-test sets
¥
Generate a FixedLengthFeatures '
 dictionary using the target bands |
¥

‘ Organise the training-validation- ‘
test TFRecords dataset into
batches ready for training

4 or R
Generate a Load a target
custom NN pre-trained NN

¥
Compile the

model choosing
optimiser, loss
and output
metrics

N
Define number of epochs to train
the model and a target storage to
save all the generated models
¥
Evaluate the model on the test set
and plot the metrics

2 Spectral Indices are computed using a custom package (see section 3.2).

3The cloud storage can be either GD or GCB.

4The mixer.json file contains the size and number of the exported patches.
5Each TFRecord will store a dictionary of features of known size for each of its bands.

6 The user must use GCB if intending to export the image with the predictions to EE as an asset.

Notebook 3 - Make Predictions

Identify a small AOI to predict and
produce a EE geometry to define
its bounds

A

Export the patches within the area
as TFRecords to the target cloud
storage®

¥

Load the mixer.json file generated
automatically at patches export

¥

Generate a FixedLengthFeatures
dictionary with the same bands
used to train the target model

¥

Predict the patches of the chosen
area using the target model

¥

Output predictions for visual
inspection

¥

Validate the predictions producing
a confusion matrix

A

Evaluate per-class User and
Producer Accuracies

¥

Export the predictions to EE as an
asset and visualise it

AOI :Area of Interest

GD : Google Drive

GCB : Google Cloud Bucket
TF :TensorFlow

LCT : Land Cover Types
NN : Neural Network

Figure S1. The monitoring framework is composed of three Google Collaboratory Notebooks.




Step 1

Obtain a median image of the AOI for 2016 getting bands

Step 2

Mangroves Arbitrarily ‘Dropping’ points
1-12 from Sentinel 2 sensor typogog = inside Worthington et al.’s
¥ - Delta & shapefiles? within the AOIl and in

- Estuary different Countries to obtain

Ia\:g at:: :?Ilowing spectral indices to the median image  _ g’gooc"oa t mangroves typologies classes

: - nCoas

= NDVI (Normalised Difference Vegetation Index) - (see Table 1)

- NDWI (Normalised Difference Water Index)

- MNDWI (Modified Normalised Difference Water Index) o

= NDSI (Normalised Difference Salinity Index) non-Mangroves 5 ’

= NDMI (Normalised Difference Moisture Index) g m?"tycdm’:_"mgt pol::l L

- EVI (Enhanced Vegetation Index) N ggnyangrove Forest 4 nr:n M a‘:::ov:: I?Co'l's il

. - Cou
= EVI2 (Enhanced Vegetation Index 2) Ml (see Table 1)

- GOSAVI (Green Optimised Soil Adjusted Vegetation Index) _ Water
= SAVI (Soil Adjusted Vegetation Index)

Figure S2. Steps followed to (Step1l) obtain the 2016 median image of the Area of Interest (AOI) in Figure 1 and
obtain spectral indices, (Step 2) identify Land Cover Types (LCTs), (Step 3) segment the image, and (Step 4) run
the Random Forest (RF) classifier. ! Refer to ref. [50] in the reference list of the main text.



