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1. Deriving the auxiliary posteriors of the latent variables

(1) q(ttn1|Pu1, zn): The evidence lower bound associated with the auxiliary posterior
g(thp| P = 1,24 = k) can be read as

L = (log p(yur, tnt|%uks Puks P = 1,20 = k) —log q(un ¢ = 1,20 = k). )
According to the KKT condition, and using the Lagrange multiplier [1], we obtain the

q(upi|pn = 1,2z, = k) maximizing the lower bound as

q(unl|¢nl =1z, = k) & exp [<10g p(ynllxnkrrnk/ Unl, P = 1,20 = k)> + <10g p(”nl|¢nl =1z, = k)>]

1 1 B v v
& exp 2 loguy, — §<‘Tkl><(]/£l - Vkl)2>unl + (% - 1) log u,; — zklunl]/ ()
which gives
q(”nlw)nl =1,zy = k) = g(”nl|ﬁkl/ Bﬁl)r (3)

as shown in the paper.
The evidence lower bound associated with g(1,,|¢,; = 0) can be read as

L= <252n,k lOg p(ynlr unl‘xnkrrnk/ G = 0,24 = k) - 10gq(”nl|¢nl = 0)>q- (4)
k

The posterior q(u,;|¢,; = 0) maximizing the lower bound is given by

fi(“nl|¢n1 = 0) X exp {2<5zn,k> <10g p(]/nl|xnkr Yoier Unls ‘Pnl =0,z, = k)> + <10g p(”nl‘()bnl = 0)>]
k

1 N v v
& exp {2 2<5zn,k> [log Uy — <0'Ol><(yﬁl - FOZ>2>unl} + (701 - 1) logu,; — glunl}r )
k

which gives
q(ttn|py =0) = G (unzldoz,ﬁﬂl), (6)

as shown in the paper.
(ii) g(¢p1): The evidence lower bound associated with the auxiliary posterior g(¢,,;) is

L= <(Pnl {Zézn,k 10g p(ynl/ unl|xnkrrnk/ P =124 = k)
k
= X6 108 (sl = 1,20 = K) +log fr — log (¢ = 1]
k
+ (1 - ¢nl) {252,,,k 10g p(ynl/ unl|xnk1 Yk Qi = 0,zp = k)
k

~ 10g (il = 0) + log(1 — By) — log (¢ = o>] > .o
q
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Define

(4)111 = 1 = exp { Z <108P ynl‘xnk/rnk/ Upl, G = 1,2y = k)
k
+bgﬂuM¢m—1zn—k)—bgﬂumwm—1zn—k»+wMg&>}

q(¢n = 0) = exp { Y (6, 1) (108 P (Yt | %nkes Fukes s, Pt = 0,2 = k)
T

+ (log p(ui|¢nr = 0)) — (log q(un|pn = 0)) + (log(1 — ﬂz)>}~ ®)
Then, q(¢,,;) can be obtained by

q(‘l’nl = 1)
7(4)111 = 1) +ﬁ(¢nl = 0),

and g(¢,; = 0) =1 —g(¢,y = 1). Referring to the expectations calculated in Table A1 in
the paper, we have

QP =1) = ©)

_ 1 Uk, Ukl Uk
q(¢m =1) = exp { ;<5zn,k> [2<10g‘7kl> + 5 log o — 10gr<7)
— g log b, +log F(ﬁkl)} + (log B;) + Const.},
_ 1 v () Y
7(¢hwt = 0) = exp {2<10g(701> + 2 log 2 —logI ()
— Ao log 321 +logT'(4g;) + (log(1— By)) + const.} , (10)

as shown in the paper.
(iii) g (x| 70k ): Maximizing the evidence lower bound associated with q(x,|r,x) gives

q(%nk i) o< exp [log/\f (%k |0, I, ) + ;<‘Pnl> (log p (Yt [k ks it P = 1,20 = k))
+;m—%m%mme%mW%—a%—mﬂ
oo |~ ¥Ttne = 5 Tl 30 ) (v~ 0 Rt — )
;;a¢mwww%m%kamNﬂ )

The expectations are taken by fixing on x,,; and conditioning on 7. It can be obtained that

q(xnk|rnk) = N(xnk|f£(rnk)réﬁ(rnk))/ (12)

as shown in the paper.
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(iv) q(r,): The evidence lower bound associated with q(r,;) is given by

L= <10gN(xnk|Or L) + Y Pui 10g p (Yt Xk Pues tints Gt = 1,20 = )
1

+ Z(l - ¢nl) log P(ynl |xnk1 ks Unl, Pt = 0,20 = k) - logq(xnk|rnk)
1

+ ruxjlog g — log q(ruk; = 1)] + (1 — rxj) [log (1 — pxj) — log q(ruxj = 0)]> . (13)
9

If we define
q(rnkj = C) =exp <10gN(xnk|0r ka)> + 2<¢nl><10g p(ynl‘xnkr Pk Unl, Pt = 1,20 = k)>
1
+ Z<1 - ¢nl> <10g p(ynl |xnk1 Yk, Unl, ¢7nl =0,zy = k)>
1
— (log q(xuk|rak)) + c(log pxj) + (1 —c)(log(1 — py)) |, (14)

where the expectations are taken by fixing on r,x; = ¢ (c € {0,1}), then, g(ry;) that
maximizes the lower bound can be obtained as

ﬁ(rnkj =1)
Taki = 1) = = — , 15
0 " ) Q(rnkj =1)+ Q(rnkj =0) 15
and q(ruj = 0) = 1 — g(ry,; = 1). Mathematical manipulation gives
_ 1 ;
q(ruj =c) =expq — §<108 T+ Ak © Tl
1 _
+ Etr[«l +A©® rnk’”;{k) 1(Rnktnk)(Rnktnk)T>]
+ c(log pkj) + (1 —c)(log(1 — pxj)) + const.}, (16)

as shown in the paper.
(v) g(zx): For q(z,,), we define the quantity

g(zn = k) =exp {<10gN(xnk|0/ L))+ Y (dur) (108 p (Yot | Xk Pk ety Pt = 1,20 = k))
1
+ Z<1 - ¢nl> <10g p(]/nl |xnk/ Yk, Unl, (Pnl =0,z;, = k)>
1

+ 2<‘Pnl><log p(”nl|¢nl =1z, = k) - logq(unll(l)nl =1z, = k>>
1

+ (log p(rux)) — (log q(xy|ruk)) — (log q(ryr)) + (log i) } (17)

Then, g(z,) that maximizes the evidence lower bound is given by

q(zn = k)
ya prd k = — . ].8
q( n ) Zk/ q(zn — k/) ( )
The expectations in equation (17) can be evaluated referring to Table A1l. Mathematical
manipulation gives the expression in the paper, where the expectations with respect to
q(r,x) have been replaced by the random imputations.
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2. Deriving the auxiliary posteriors of the parameters

The auxiliary posterior q(7r) that maximizes the evidence lower bound can be derived

as
) < exp [Z 2, k) 10g 7Tk +logDzr(rrtx0)]
nk
o exp {Z ((xok + Z(‘Szn,k> — 1) log nk} . (19)
k n
It follows that
q(rr) = Dir(r|&), (20)

as shown in the paper.
The auxiliary posterior q(f;) that maximizes the evidence lower bound is given by

9(B1) o< exp | L) 10g b1 + (1 — i) log(1 — 1) + log Beta(By|1, )|

o< exp {(Kl + ;<¢nl> - 1) log B; + (Kz + ;(1 = ¢u1) — 1) log(1 — ﬁz)]- (21)

It follows that
q(B1) = Beta(p;|k, ka1), (22)

as shown in the paper.
The auxiliary posterior q(px;) that maximizes the evidence lower bound is given as

q(pxj) = exp [Z ) (Tukj) log pxj + Z k) (1= Tkj) log(1 — pg;) + log Beta(pk]Tl,Tz):|
n
x exp [(Tl + Z 2 ) (ki) — ) log px; + (Tz + Z ) (1= Tkj) — ) log(1 — pk]-)]. (23)
It follows that
q(pxj) = Beta(pkj|tixj, Toxj), (24)

as in the paper.
The auxiliary posterior q(wy;) that maximizes the evidence lower bound can be ob-
tained as

q(wy) < exp { Z [ $nr) (Log P (Yt | Xk, Fuks s, Pt = 1,20 = k))

n

+(1- 4)nl><10g p(ynl‘xnk/rnk/ Unl, P = 0,24 = k)>:| +log/\f(wkl|0, molpk)}

n

o exp { - %2<‘Szn,k> {<¢nl><0'kl> (1) £ (Yt — WEHR X — it )?)

m
+ (1= ) (0on) ) (Yt — W Rk — Hoz)ﬂ — 5 whwy } (25)
Mathematical manipulation gives
q(wu) = N (i1, Mg ), (26)

as presented in the paper.
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The auxiliary posterior g(p;) that maximizes the evidence lower bound can be ob-
tained as

q(#kl) & exp |:Z<5Zn,k> <¢nl> <10g p(]/nl|xnk/ Yks Unis 4’711 =1z, = k)> + logN(.ukl|Sl/)‘0>]

n

() L (0eut) ) a0y = ) = 52 g =11, @)

n

N =

aexp{—

which gives
q(pr) = N (81, ). (28)
as shown in the paper.

The auxiliary posterior () that maximizes the evidence lower bound can be ob-
tained as

q(por) < exp {2 k) (L= @n1) 108 P (Yt [ %k, Tk s, P = 0,20 = k) +10gN(V01511/\0)}
n,k

1 A
o< exp {— 5 loon) Y (8 ) (1 — ur) () (75 — pon)?) — 70(#01 - 51)2} , (29)
nk
which gives X
q(por) = N (porl3o1, Aor), (30)

as shown in the paper.
The auxiliary posterior q(oy;) that maximizes the evidence lower bound can be ob-

tained as
T o
q(ow) < exp | Y {0z, ) () (108 P (Yot Xk Pk Uty Pt = 1,20 = k) +logGloul7 %)
n
1
o exp {22 ) (@) log oyg — *Uklz ee) (Pt} (Ut ) (T — pi)?) + (% - 1) log oy — Czoakl} (31)
n

which gives
alow) =6 (ol 0,50, )

as shown in the paper.
The auxiliary posterior g(op;) that maximizes the evidence lower bound can be ob-
tained as

‘7(‘701) x exp [ <5Zn,k> <1 - 4)nl> <10g P(]/nl ‘xnk/rnk/ Uni, ¢nl =0,zy = k)> + log g((TOI | 170 CO ):|

nk

Y (1 —¢y) log o — *001 Z eie) (1= @) () (7 — on)?) + (% - 1) log oy — 620001} (33)

NI~

ocexp[

which gives
_ flor Gl
q(oo) =G (‘Tol|2 = ) (34)

as in the paper.
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To obtain vy; that maximizes the evidence lower bound, we solve the equation

d { Y (0 ) (Pur) {(Uzkl - )<log Up) s — %<unl>]1< + %

az]kl n

which gives the equation in the paper.
To obtain vy; we solve the equation

az]Ol n

as given in the paper.

d { 2<1 = $u1) {(Z)ZOI - ><logunl>0 _ %le)o i %10

logv;logr(gkl)]} —o,

(35)

%Y oer(Y)] o
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