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a. “Basic Code”: 

Before explaining the deep structure of the code, it is necessary to understand that the whole framework 

of this code has been built to serve as a dynamic usable structure for all types of transplant data. 

Therefore, it is built in a modular way with which the user is able to train this specialized neural network 

on any transplant data with only 5 lines of code after successful installation. At very first the user is 

pleased to enter customizable hyperparameters that are pre-defined but adaptable if needed after first 

iterations of training and analysing. These parameters are visualized in the visualization below. 

 



Same applies to the size of the neural network itself. It can be custom scaled in both directions – depth 

and length as well as the usage of the activation function per layer for all included neural network nodes. 

In the following, the real call out of the given function can take place to initiate and call the function 

with the given parameters. That is aiming to at first define – if set to “True” – where to store the training 

progress. Afterwards calling the input and output data in a split function to clearly separate the data into 

training and test set. According to the mathematical matrix multiplication, the subsets of data are then 

called “X” and “y” as a prefix. To step forward, the initialisation of the neural network can happen 

through calling its function. Directly in addition, the pre-defined parameters can be loaded to load the 

architecture in the neural network. Coming close to the end, the network can now be launched training 

via calling the parameters and running the training function. 

 

Finally, one can call the “analyze” function to get a detailed report regarding all final metrics as well as 

all network predictions to the given “X” dataset. Either to use for a detailed deep dive into the results on 

the training set or to use to validate evaluation data. 

 

 



If the neural network is trained, optimized and finally saved, its weights can be loaded each time again. 

In addition to all of that, with the ability of the network to replace the organ donor data in the 

retrospective data with a current organ donor dataset and the given list of possible organ recipients, the 

network can be used as well to predict the survival of the fittest regarding that given data with exactly 

the same above-mentioned functionality. That gives the user the ability to rank the dataset regarding the 

predicted survival rate (visualisation below). 

 

 

   



b. Metric Definitions 

 

F-1 score: 

F1 score combines precision and recall relative to a specific positive class -The F1 score can be 

interpreted as a weighted average of the precision and recall, where an F1 score reaches its best value 

at 1 and worst at 0. 

 

𝐹1 = 2 ∗  
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑟𝑒𝑐𝑎𝑙𝑙

precision + recall
 

 

Accuracy: 

The accuracy is reflecting how often the network was correct and how often its was wrong. The 

accuracy is the calculated percentage of the difference between the predicted value and the original 

value.  

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 2 ∗  
𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒(𝑇𝑃) + 𝑡𝑟𝑢𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒(𝑇𝑁)

true postitive + true negative + false positive(FP) + fals negative(FN)
 

 

AUC Score: 

The AUC describes the area under the curve. It tells us how well the model is able to distinguish 

between the classes. Here 1 represents the highest reachable scale. Calculation is based on sensitivity 

(SE) and specificity (SP).  
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𝑆𝐸 + 𝑇𝑃

2
 

Cross-Entropy Loss 

It measures the performance of a classification model at which the output is a value between 0 and 1. 

The loss is increasing if the prediction and the actual true value are diverging. Therefore, the lower the 

overall loss the closer the prediction is to the true value. The best outcome would be 0. 

  

𝐿𝑜𝑠𝑠 =
1

m
( 𝑡𝑟𝑢𝑒 ∗ log(𝑝𝑟𝑒𝑑) + (1 − 𝑡𝑟𝑢𝑒) + log(1 − 𝑝𝑟𝑒𝑑)) 

   



c. Distribution of outcome Data Training vs. Evaluation 

 

Figure S1. 

 

 Figure S2.  
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