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S1. Feature Extraction Module – The EfficientNet 
The parameters of the model were increased. The depth of the model evolved from 

the original CNNs (VGG16 [26] and increased to Resnet-family [23] such as Resnet34, Res-
net50, and Resnet101. However, the vanishing gradient problem was encountered when 
the models increased the depth dimension, but the gradient value was almost unchanged, 
leading to the increase of convolution layers do not contribute to the learning of the deep 
learning model. To overcome this problem, the residual block structure of the Resnet 
structure was established, which prevented increase in connections among layers and in-
creased the efficiency of the learning model. However, increasing the weights made the 
parameter size of the model cumbersome, so the model was scaled. 

One of the problems in designing a CNN network is model scaling. Accuracy in-
creases with model size, but increasing the model size has not been standardized. This is 
an empirically based process that requires repeated experiments with different model 
sizes to achieve acceptable accuracy and is constrained by system resources. This method 
consumes considerable amounts of time and effort, and a generated model is not usually 
optimal. 

In 2019, EfficientNet, a method for addressing the problems of model scaling, was 
proposed [31]. The conceptualized ideal of the EfficientNet is an attempt to improve pre-
diction accuracy by fitting a CNN model in three dimensions: depth, width, and resolu-
tion. The depth of a CNN network corresponds to the number of layers in a network. 
Width refers to the number of neurons in each layer or the number of filters in each Conv 
layer (the number of channels of an output). Resolution is the height and width of the 
input image. 
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Figure S1. Architecture of the EfficientNet-B0 to the extracted layer (Stage 8) with feature size 7 x 7 
x 320. 

S2. Vision Transformers 
The Transformers structure is a permutation-equivariant architecture, which means 

that they produce the same amount of permutation output as the same permuted input. 
Typically, Transformers input is a sequence. These input feature vectors are embedded in 
their positions, making them have position-aware capabilities. These position embedding 
vectors can learn positional relationships among other embedded patches within an im-
age. Vision Transformers is a model specifically designed for image classification. 

 
Figure S2. Hybrid model architecture. 

S3. System Pipeline 
A platform pipeline is shown in Figure S3. It has two main parts, namely training 

phase and deployment phase. In the training phase, data are managed and automatically 
updated and downloaded during training via a cloud database, such as MongoDB and 
google cloud. Data are automatically downloaded during training, and the best trained-
weights are automatically updated in the system. In the deployment phase, a user inter-
face is developed to display the parameters on the screen. 
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Figure S3. System pipeline. 

S4. Performance measures 
The formulas for determining accuracy, precision, recall, and F1-score are as follows: 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  𝑇𝑁 + 𝑇𝑃𝑇𝑁 + 𝐹𝑃 + 𝑇𝑃 + 𝐹𝑁, 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  𝑇𝑃𝑇𝑃 + 𝐹𝑃, 𝑅𝑒𝑐𝑎𝑙𝑙 =  𝑇𝑃𝑇𝑃 + 𝐹𝑁, 𝑓1 𝑠𝑐𝑜𝑟𝑒 =  2 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙 , 

where true positive (TP) indicates that the number of positive samples is correctly classi-
fied. True negative (TN) indicates that the number of negative samples is correctly classi-
fied. False positive (FP) indicates that the number of negative samples is wrongly classi-
fied as positive. False negative (FN) indicates that the number of positive samples is 
wrongly classified as negative. 

Receiver Operating Characteristics (ROC) depicts the correlation between two met-
rics evaluated through the Cartesian coordinate system in which the x-axis represents the 
False Positive Rate (FPR), and the y-axis represents the True Positive Rate (TPR) [S1]. The 
ROC curve is used to evaluate the results of a prediction based on two axes of sensitivity 
and characteristic. The best possible prediction method will yield a graph that is a point 
in the upper left corner of the ROC space. The area under the curve (AUC) indicates how 
good a classifier is. The random predictor will result in a line making an angle of 45 degree 
with the horizontal axis, from the bottom left to the top right: this is because, as the thresh-
old increases, there will be the same number of true positives. and false positives are re-
duced. In other words, an AUC value of 0.5 represents a poor classification, while the 
AUC close to a value of 1 represents an efficient classification. 

S5. The training and validation accuracies and losses 
Our proposed models achieved convergence very early from the 25th epoch, whereas 

classification accuracy continues to improve throughout training. 
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Figure S4. The training and validation accuracies and losses of training for (a) WLI (b) NBI, and (c) 
WLI + NBI dataset. 

S6. Attention matrix 
The value of the attention matrix is determined by calculating the dot product. 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛 𝑚𝑎𝑡𝑟𝑖𝑥 (𝑄, 𝐾, 𝑉) = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥( )𝑉, (1) 

where input is a set of queries Q, keys K ∈ 𝑅 ×  , and values V ∈ 𝑅 × , in which T is the 
sequence length, and dk and dv are the hidden dimensionalities for queries/keys and val-
ues, respectively. Therefore, the attention matrix uses queries and keys to evaluate corre-
lation with values. The product between the queries and keys shows how well each ele-
ment in a sequence correlates with the other elements. This information is scaled with 
values. Therefore, to visualize how the attention mechanism works, we are forced to ac-
cess the attention matrix, which will provide us with a 49 × 49 × 320 (or 7 × 7 × 320) image. 
By using an input image, we can visualize the 320 channels. Given the numerous attention 
heads in our network, we can survey anyone. After the position value is discarded (re-
maining with shape 49 = 7 × 7), information flows through different positions in the fea-
ture. This is also equivalent to what the activation weights look like across layers. 

 
Figure S5. Visualization of feature maps of Attention layers. Feature maps vary from layer to layer 
leading to inconsistencies in detection results. 
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S7. Attention Rollout 
Attention Rollout: At every Transformer block, we have an attention matrix Aij that 

defines how much attention is going to flow from token j in the previous layer to token i 
in the next layer. The layers in the Transformers network are connected by the residual 
connections.  

Therefore, to compute the Attention Rollout, an attention graph is constructed to rep-
resent residual connections. The values in layer l + 1 are determined through layers l ac-
cording to the following formula: 

 𝐴 = 0.5𝑊 + 0.5𝐼, (S1) 

where A is the raw attention updated by residual connections, Watt is the attention matrix, 
and I is the identity matrix. The total attention flow is obtained by multiplying the matri-
ces between layers. Given that the layers in ViT are connected by using residual connec-
tions, the identity matrix I is added to the layer Attention matrices. In multiple attention 
heads, three solutions are used to calculate the weights that affect them. The Attention 
Rollout suggests taking the average of the heads and discarding a certain percentage of 
weights by removing noise according to the weights’ common denominator as the Mean 
fusion. The minimum or maximum weights (Min or Max fusion) are also proposed to de-
termine the weights of the Attention layers. 
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