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Materials and Methods 

 

MD simulations 

The simulations were initiated from the crystal structures from Protein Data Bank (PDB) 

of RBD-ACE2 complex (PDB ID: 6M0J), RBD-B38 complex (PDB ID: 7BZ5), RBD--

COVA2-39 complex (PDB ID: 7JMP), RBD--P2B-2F6 complex (PDB ID: 7BWJ), and RBD-

CR3022 complex ((PDB ID: 6YLA). Modeller [1] was used to model missing residues and 

sidechains. Hydrogen atoms and protein chain terminus (capped with neutral groups 

acetyl and methyl amide) were added using Gromacs [2] pdb2gmx tool. All titratable 

residues were left in their dominant protonation state at pH 7.0. The systems were then 

solvated with TIP3P [3] water molecules and 0.15 M NaCl using Gromacs [2] tools. In all 

simulations, CHARMM36 forcefields [4,5] were used for protein, water, and salt 

molecules.  

Simulations were performed on GPUs using Gromacs 2020.6 [2] for MD 

simulations. All simulations were performed with periodic boundary conditions and 

time steps of 2 fs. Bond lengths to hydrogen atoms were constrained with SHAKE [6]. 

Non-bonded interactions were cut off at 12.0 Å, and long-range electrostatics were 

computed using particle mesh Ewald (PME) [7] method with cubic interpolation. Systems 

were first minimized, annealed to 310 K in NVT ensemble and then equilibrated by 

stepwise releasing harmonic restraints on backbone of the protein molecules for a total of 

at least 10 ns. Production simulations were performed in NPT ensemble of 310 K and 1 

bar with v-rescale [8] thermostat and Parrinello-Rahman [9] barostat in Gromacs. 

Multiple independent simulations were initiated from the final snapshot of the restrained 

equilibration. Otherwise specified, the first 100 ns of all the trajectories were discarded 

for analysis or snapshot picking.  

 



FEP simulations 

The simulations were initiated from snapshots of independent MD simulations. At least 

two snapshots (replicas) were obtained for each system (except for the RBD-CR3022 

complex). When multiple snapshots were used for FEP simulations, number of 

independent simulations for each replica would be approximately the same to avoid 

biased results. System setups were similar to that for the MD simulations except VMD 

[10] plugins were used for adding water and salt molecules. CHARMM36 [4,5] forcefields 

were used for all the simulations.  

Simulations were performed on GPUs using NAMD [11] version 3 with CUDA 

accelerations. All simulations were performed with periodic boundary conditions and 

time steps of 2 fs. Simulation parameters were similar to that in the MD simulations 

except Langevin thermostat [12] and barostat [13] were used to couple the temperature 

and pressure at 310 K and 1 bar. The dual topology was implemented using VMD [10] 

Mutator plugin. Each system was carefully mutated using 𝛌 increments of maximum 0.04, 

totaling 21 to 60 FEP windows depending on different mutation sets. Each window was 

run for 600 to 2000 ps depending on the convergence. Electrostatics were switched 

starting at 𝛌 = 0.1. Convergence for each window was assessed by comparing values 

across replicas. Error bars for free energy changes were standard errors otherwise 

specified.  

To apply a free energy decomposition analysis to our FEP calculations, we 

employed the exponential-form approach. Such decomposition can be done through 

equations 

∆𝐺௘௟௘௖ ≈ − 1𝛽 ln ൭1𝑁 ෍ 𝑒ିఉ∆௏೐೗೐೎ே
௜ୀଵ ൱ 

∆𝐺௩ௗ௪ ≈ − 1𝛽 ln ൭1𝑁 ෍ 𝑒ିఉ∆௏ೡ೏ೢே
௜ୀଵ ൱ 



, where N is the number of configurational samplings and ∆𝑉௘௟௘௖  and ∆𝑉௩ௗ௪  are the 

differences in electrostatic and the van der Waals’ interactions, respectively. 

 

Analysis of trajectories 

The buried area was computed by the following equation using solvent accessible surface 

area (SASA) calculations: 𝐵𝑢𝑟𝑖𝑒𝑑 𝐴𝑟𝑒𝑎 = (𝑆𝐴𝑆𝐴ோ஻஽ + 𝑆𝐴𝑆𝐴஺஼ாଶ − 𝑆𝐴𝑆𝐴ோ஻஽ା஺஼ாଶ) 2ൗ  

VMD [10] was used for the SASA calculations with a water radius of 1.4 Å. Non-bonded 

interaction energies were computed using Gromacs [2] tools. Hydrogen bonds and salt 

bridges were computed using VMD [10] plugins. Averages and error bars were 

computed by discarding the first 100 ns of the MD simulations. Error bars shown were 

standard deviations.  

 

Computation of water-mediated interactions 

The residual hydration levels (Figure S9) were computed using in-house TCL script. First, 

all water molecules within 4 Å of the residue were counted for all the residues of the RBD 

and for all the frames of the MD or FEP simulations. Then, the average numbers of water 

molecules taken from the MD simulations were used as the reference numbers. These 

reference numbers were subtracted from the numbers calculated for each frame of the 

FEP simulations in order to obtain a difference in number of water molecules around a 

specific residue (i.e., the hydration level of the residue). Meanwhile, standard deviations 

(SDs) of the reference numbers were also calculated so that only if the difference was 

greater than (or smaller than) three SDs, it would be colored in blue (hydrated) or red 

(dehydrated) in Figure S9. To avoid over-amplification due to small SDs, all SDs of less 

than 1.0 were capped to 1.0. As a result, the change in hydration level would indicate at 

least three water molecules changes with respect to that in equilibrated MD simulations.  



Hydrogen bonds were computed using VMD [10] HBonds plugin with the 

following geometric criteria: donor to acceptor distance less than 3.5 Å and donor-

hydrogen-acceptor angle greater than 150°. A water-mediated interaction between a pair 

of residues is defined when both residues form hydrogen bonds with the same water 

molecule or with a pair of water molecules that in turn are also forming a hydrogen bond. 

Water-mediated interactions were computed for every frame of the MD simulations. 

However, for the FEP simulations, only the frames from last five alchemical states were 

considered in the statistics in Figure 3E, representing only the end state. 

  



 

 

 

Figure S1. Schematics showing the simulation setup of viral RBD (orange) binding to 

human ACE2 (cyan). Water molecules were shown as transparent box with ions colored 

in red for sodium and green for chloride. Only the simulated part of the proteins was 

rendered in cartoon and the rest were in transparent surfaces. 

  



 

 

 

Figure S2. Molecular surface of WT and mutated RBDs. Hydrophobic and hydrophilic 

regions were colored in yellow and blue respectively.  

  



 

 

Figure S3. Distribution of distance between Gln493 and ACE2 correlated with the buried 

area between biomolecules. Asterisk indicates the crystal structure.  

 

  



 

 

Figure S4. Interaction energy between WT or mutated RBDs and ACE2 decomposed into 

electrostatic (left) and Van der Waals (right). In the box plot, horizontal line indicates the 

average, grey dot indicates the median, and the box indicates the upper and lower 

quartiles.  

  



 

 

Figure S5. Designed thermodynamic cycle for the FEP calculations.   



 

 

Figure S6. Free energy changes from FEP calculations of mutations L452R+E484Q for 

RBD alone (free state) or in complex with ACE2 or mAbs (Pose 1-4). The violin and box 

plots include all the data from the calculations. All free energies are in kcal/mol. In the 

violin plot, red line indicates the average, white dot indicates the median and black box 

indicates the upper and lower quartiles. Number of replicas are printed on the top of the 

violin plots.  



 

Figure S7. Free energy changes from FEP calculations of mutations L452R+T478K for 

RBD alone (free state) or in complex with ACE2 or mAbs (Pose 1-4). The violin and box 

plots include all the data from the calculations. All free energies are in kcal/mol. In the 

violin plot, red line indicates the average, white dot indicates the median and black box 

indicates the upper and lower quartiles. Number of replicas are printed on the top of the 

violin plots.  

  



 

Figure S8. Free energy changes from FEP calculations of mutations L452R for RBD alone 

(free state) or in complex with ACE2 or mAbs (Pose 1-4). The violin and box plots include 

all the data from the calculations. All free energies are in kcal/mol. In the violin plot, red 

line indicates the average, white dot indicates the median and black box indicates the 

upper and lower quartiles. Number of replicas are printed on the top of the violin plots.  

 

  



 

Figure S9. Free energy changes from FEP calculations of mutations E484Q for RBD alone 

(free state) or in complex with ACE2 or mAbs (Pose 1-4). The violin and box plots include 

all the data from the calculations. In the violin plot, red line indicates the average, white 

dot indicates the median and black box indicates the upper and lower quartiles. Number 

of replicas are printed on the top of the violin plots.  

 

  



 

Figure S10. Free energy changes from FEP calculations of mutations T478K for RBD alone 

(free state) or in complex with ACE2 or mAbs (Pose 1-4). The violin and box plots include 

all the data from the calculations. All free energies are in kcal/mol. In the violin plot, red 

line indicates the average, white dot indicates the median and black box indicates the 

upper and lower quartiles. Number of replicas are printed on the top of the violin plots.  

  



 

 

 

Figure S11. (A) RBDmut2 (L452R+T478K) in complex with ACE2 with Arg452 and Lys478 

shown as blue sticks. (B) Distance between residue 478 of RBD and the adjacent helices 

of ACE2 in the complex.  

  



 

 

Figure S12. Pearson cross-correlation (above in the row) and generalized correlation 

(below in the row) of WT or mutated RBDs in complex with ACE2 obtained from two 

trials of MD simulations.   



 

 

Figure S13. Change in hydration level of residues of mutated RBD in FEP calculations. 

Hydration levels obtained from MD trajectories were used as references. Only a change 

with magnitude greater or smaller than three standard deviations would be shown in 

blue or red respectively.  

   



 

 

Figure S14. Change in BFE for mAbs concerning RBDs with single mutations. Error bars 

were the standard errors. 

  



 

 

 

Figure S15. Interaction between COVA2-39 (Pose 2 mAb, white) and RBDmut2 

(L452R+T478K, pink). Key residues were shown as sticks. Water molecules around 

Glu484 and Gln493 were shown explicitly as transparent surface. The CDR loop of 

COVA2-39 containing Gly54 and Thr56 was shown as yellow sticks.  

  



 

 

Figure S16. Interaction between P2B-2F6 (Pose 3 mAb, white) and RBDmut2 (L452R+T478K, 

pink). Key residues were shown as sticks. Water molecules around Glu484 and Gln493 

were shown explicitly and as transparent surface. The CDR loop of P2B-2F6 containing 

residues 103-106 was shown as cyan sticks. (A) Snapshot showing that Glu484 and Gln493 

of RBD could form water-mediated polar interactions given combinative mutations 

(L452R+T478K). (B) Snapshot showing the CDR loop could insert in-between Glu484 and 

Gln493 of RBD. The insert shows interactions between Glu484 of RBD and Arg111 and 

Ala108 of P2B-2F6.  

  



 

 
Figure S17. Free energy changes due to combinative mutations in RBDmut2 

(L452R+T478K) along a forward (left) and a backward (right) alchemical path of 60 

windows.  

  



 

H-bonds Donor Acceptor % 

RBD—ACE2 
WT 

RBD: Gln493 (Side) ACE2: Glu35 (Side) 46.62 

ACE2: Lys31 (Side) RBD: Gln493 (Side) 15.78 

RBD—ACE2 
L452R+E484Q 

RBD: Gln493 (Side) ACE2: Glu35 (Side) 56.55 

ACE2: Lys31 (Side) RBD: Gln493 (Side) 18.95 

RBD—ACE2 
L452R+T478K 

RBD: Gln493 (Side) ACE2: Glu35 (Side) 52.08 

ACE2: Lys31 (Side) RBD: Gln493 (Side) 9.55 

Salt bridges ACE2 RBD % 

RBD—ACE2 
WT 

Lys31 Glu484 8.34 

RBD—ACE2 
L452R+T478K 

Lys31 Glu484 7.83 

Table S1. Electrostatic interactions between WT or mutated RBD and ACE2.  
 
 

 

Table S2. Free energy decomposition analysis. All free energies in kcal/mol. 
  

 ∆∆Gelec ∆∆Gvdw 

L452R -1.92 ± 0.40 0.36 ± 0.24 

T478K -0.42 ± 0.28 0.29 ± 0.22 

L452R+T478K -1.94 ± 0.49 -4.07 ± 0.30 



 

H-bonds Donor Acceptor % 

RBD—COVA2-39  
(Pose 2 mAb) 

WT 

mAb: Gly54 (Main) RBD: Glu484 (Side) 81.53 

mAb: Thr56 (Side) RBD: Glu484 (Side) 80.20 

mAb: Thr56 (Main) RBD: Glu484 (Side) 65.99 

RBD: Gln493 (Side) mAb: Ser31 (Main) 10.04 

RBD—P2B-2F6  
(Pose 3 mAb) 

WT 

mAb: Lys55 (Side) RBD: Glu484 (Side) 24.28 

mAb: Lys55 (Side) RBD: Glu484 (Main) 13.99 

RBD—P2B-2F6  
(Pose 3 mAb) 
L452R+E484Q 

mAb: Asn33 (Side) RBD: Gln484 (Main) 12.73 

mAb: Tyr34 (Side) RBD: Gln484 (Side) 10.87 

RBD—P2B-2F6  
(Pose 3 mAb) 
L452R+T478K 

mAb: Arg111 (Side) RBD: Glu484 (Side) 52.67 

mAb: Ala108 (Main) RBD: Glu484 (Side) 48.07 

mAb: Tyr34 (Side) RBD: Glu484 (Main) 11.27 

Table S3. Electrostatic interactions between WT or mutated RBD and mAbs.  
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