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Detailed Mitochondrial DNA PCR and Sanger Sequencing 

 A 500-base pair (bp) fragment of the mtDNA cytochrome oxidase subunit 1 (COI) gene 

was amplified and sequenced across dove samples in Eurasian Collared-Dove, White-winged 

Dove, and Mourning Dove using newly designed primers DOVR (5’-

GGTTKCGGTCYGTRAGTAG-3’) and DOVF (5’-RGGAGAYGACYMAATCTMYA-3’). 

Additional primers were also designed for Rock Pigeon PigR (5’-

AGGTTTCGGTCTGTGAGCAG-3’) and PigF (5’-CCTCCTCATCCGAGCAGAAC-3’). PCR 

solutions included 1.5 μl of template DNA (≥10 ng/μl), 2x GoTaq Green Master Mix (Promega), 

and 1.0 nM of each primer, in a total volume of 15μl. Next, we optimized a touchdown PCR 

protocol that enabled amplification for each species using the DOVR/F primers. Thermocycler 

conditions included an initial denaturation at 94°C for 7 min, followed by a single 94°C cycle for 

20 sec, before annealing for another 20 sec starting at 62°C decreasing by one degree each cycle 

to 52°C, and a final 1minute extension at 72°C. This touch-down PCR protocol was followed by 

30 cycles of 20 sec at 94°C, 20 sec at 52°C, and 1 min at 72°C, with a final extension at 72°C for 

10 minutes. Note the annealing temperature for the PigR/F primer pair followed the same PCR 

conditions but the annealing step was simply kept at 62°C for 45 cycles. Amplification was 

verified using gel electrophoresis with a 1% agarose gel. PCR products were cleaned with 4.0 μl 

of a 10-fold diluted solution of ExoSAP-IT® (USB Corporation, Cleveland, OH) and 6 μl of 

PCR product. PCR cleanup followed an extended protocol of 37°C for 30 min and 80°C for 15 

min. Final products were then sequenced on a 3130XL Genetic Analyzer at the University of 

Texas El Paso, Border Biomedical Research Center’s Genomic Analysis Core Facility. Raw 

Sanger sequences were aligned and edited using SEQUENCHER v4.8 (Gene Codes, Inc). All 

sequences have been submitted to GenBank (Accession Numbers TBD). 
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Detailed ddRAD-Seq library preparation methods 

 ddRAD-seq libraries were prepared following protocols of [1]; also see [2,3], but with 

modification when size selecting. First, ~0.2 ng of genomic DNA was digested with 10 U each 

of Sbfl and EcoRI restriction enzymes, followed by ligating adapters containing sequences 

compatible for Illumina TruSeq reagents and barcodes for de-multiplexing. Adapter-ligated 

DNA fragments were then subject to double sided size selection based on a 0.8x solution of 

AMPure XP beads (Beckman Coulter, Inc.). In short, right-sided selection for large fragments 

was first accomplished by adding a 0.55x concentration of the total starting ligated DNA 

solution. This solution was allowed to sit for 10 minutes, before being transferred to a magnetic 

plate to rest for 5 minutes. The supernatant, which contains target-sized and small-sized 

fragments, was then transferred to new tubes and the beads were discarded. Next, a left-sided 

size selection against fragments of < 100bp was done by adding another bead solution at 0.25x 

concentration of the total starting ligated DNA and let stand at room temperature for 10 minutes. 

Subsequently, tubes were moved back onto a magnetic plate and rested for 5 minutes at room 

temperature. The supernatant containing <100bp fragments was then discarded and the beads 

were washed twice with 80% ethanol. The beads were then air-dried at room temperature for 15 

minutes but monitored to take care not to over dry. DNA was re-suspended with 25 μL ddH2O 

and eluted for a minimum of 30 minutes before proceeding. Size selected fragments were then 

PCR amplified with Phusion High-Fidelity DNA Polymerase (Thermo Scientific), and 10x 

concentration of forward and reverse primers for which compatible sequences are present on our 

barcodes and indices (also see [1]), and under the following PCR conditions: an initial 30 sec 

cycle at 98°C, followed by 22 cycles of 10 sec at 98°C, 30 sec at 60°C, and 40 sec at 72°C, with 

a final extension at 72°C for 5 min. Amplified products were then cleaned using a 1.8x solution 
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of AMPure XP magnetic beads (Beckman Coulter, Inc) and two 80% ethanol washes before a 

final elution in 40μl of ddH2O. Library concentrations across samples were quantified using a 

Qubit dsDNA BR Assay Kit following manufacturers protocols. Samples were then pooled in 

equimolar amounts, and the multiplexed library was sequenced on an Illumina HiSeq X using 

single-end 150 bp chemistry with NovoGene (Novogenetics Co., Ltd.). 

 

Detailed Nuclear Population Structure Analyses 

Population structure & Diversity statistics 

 For nuclear DNA, population structure was based on bi-allelic SNPs and with all analyses 

carried out without a priori assignments. First, we used PLINK v1.07 [4] to filter bi-allelic 

datasets for singletons (i.e., minimum allele frequency (--maf 0.0055)), any SNP missing ≥20% 

of data across samples (--geno 0.2), as well as any SNPs found to be in linkage disequilibrium 

(LD) (--indep-pairwise 2 1 0.5). If an LD correlation factor (r2) > 0.5 was obtained, one of the 

two SNPs was randomly excluded. We performed Principle component analysis (PCA) as 

implemented in the package adegenet in R (i.e. “dudi.pca”; [5]; also see [6]). Next, we calculated 

maximum-likelihood-based individual assignment probabilities using the program 

ADMIXTURE v1.3.0 [7,8]. SNP datasets were formatted for ADMIXTURE analysis, then 

processed through PLINK v1.07 [4] following steps outlined in [9]. For each ADMIXTURE 

analysis, a 10-fold cross-validation was performed, with a quasi-Newton algorithm employed to 

accelerate convergence [10]. For each number of populations (K = 1-10) tested, we used a block-

relaxation algorithm for the point estimation, with analyses terminated once the change (i.e. 

delta) in the log likelihood of the point estimation increased by <0.0001. The optimum K was 

based on the lowest average of CV-errors across 100 analyses per evaluated K value. We used 
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the R package PopHelper [11] to convert ADMIXTURE outputs into CLUMPP input files at 

each K. We determined the robustness of individual assignments to populations at each K 

employing the Greedy algorithm and 1000 random permutations in the program CLUMPP V.1.1 

[12]. Final outputs were based on ADMIXTURE proportions (Q estimates; the log likelihood of 

group assignment) per individual. Finally, we tested for relationships and admixture among 

samples with the program fineRADstructure [13] that includes RADpainter v 0.1 and 

finestructure [14]. Briefly, fineRADstructure derives a co-ancestry matrix based on the 

distribution of identical or nearest neighbor alleles among samples. Co-ancestry of each 

individual at each locus is equally divided among all other individuals with identical haplotypes, 

or in the case of unique alleles all other individuals with the “nearest neighbor” haplotype. Rare 

haplotypes defined by rare SNPs, which are on average of more recent origin, make the greatest 

contribution to the resulting pairwise co-ancestry coefficients, providing a measure that 

emphasizes recent co-ancestry. This analysis is completed without a priori information on 

population or species identity. The analysis was run with a burn-in of 100,000 iterations, 

followed by 100,000 Markov chain Monte Carlo (MCMC) steps, and with default parameters. 

Results were visualized using the R scripts fineradstructureplot.r and finstructurelibrary.r 

(available at http://cichlid.gurdon.cam.ac.uk/fineRADstructure.html). 

 

Detailed Phylogenetic Analyses 

 First, a mtDNA species tree was reconstructed in *Beast v2.6.0 [15] using a multispecies 

Calibrated Yule tree method (Species Tree: Yule Process). Beast employs a MCMC to estimate 

posterior distribution of the final species tree given a set of gene trees. We rooted the species tree 

using a Mallard COI mtDNA sequence (https://www.ncbi.nlm.nih.gov/nuccore/MK262361.1#). 

https://www.ncbi.nlm.nih.gov/nuccore/MK262361.1
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An optimum base-pair substitution model was determined based on Bayesian Information 

Criterion (BIC) scores estimated in MEGA v10 [16]. Furthermore, we tested strict and variable 

molecular clocks by comparing Bayes Factors estimated from respective reconstructed species 

trees. A model with a Bayes Factor of ≥ 3 was considered to be the optimum model [17]. The 

split between Mallards and Rock Pigeon was inferred to be 93.2-104.6 mya [18], and thus, a 

lognormal distribution prior was used on this node with a minimum age 90.6 mya (2.5% 

quantile) and maximum age 94.4 mya (97.5% quantile; mean = 0.5, standard deviation = 0.5, 

offset =90.0). Lognormal distributions were applied to the remaining prior subsets (i.e. birth rate, 

clock rate, freqParameter kappa, and popMean). Beast analyses comprised one concurrent run of 

500 million MCMC generations with sampling every 5,000 generations. Log files were inspected 

to ensure that effective sample size (ESS) values across estimated parameters were >50. The first 

10% of trees were discarded as burn-in using TreeAnnotator v2.6.2, and a final tree was 

summarized in Tracer v.1.7.1. The final species tree was visualized in FigTree v1.4.4 

(http://tree.bio.ed.ac.uk/software/figtree). 

 Next, a species tree based on ddRAD-seq loci was reconstructed in the program TreeMix 

version 1.12 [19], using a Mallard as the tree root. We used only bi-allelic SNPs that were 

formatted and filtered for singletons (i.e., minimum allele frequency (--maf 0.0055)), and 

missing data (>15% missing data removed; --geno 0.15) in the program PLINK v1.07 [4]. We 

then filtered for linkage disequilibrium (LD; --indep-pairwise 2 1 0.5), randomly retaining one of 

the SNPs found to be in LD. In addition to establishing phylogenetic relationships, TreeMix was 

used to test for gene flow in a phylogenetic context. Specifically, TreeMix simultaneously 

estimated a maximum likelihood (ML) species tree and the direction and weight (w) of gene flow 

among taxa based on allele frequencies. Analyses were run across each bi-allelic SNP (-k 1), 

http://tree.bio.ed.ac.uk/software/figtree
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with global rearrangement occurring during tree building (-global). Node support was based on 

1,000 bootstraps using the python script treemix_tree_with_bootstraps.py 

(https://github.com/mgharvey/misc_python/blob/master/bin/TreeMix/treemix_tree_with_bootstr

aps.py). A final species tree and nodal support was summarized across bootstraps using 

TreeAnnotator v2.5.2 and viewed in FigTree v1.4.0 (http://tree.bio.ed.ac.uk/software/figtree). 

Next, analyses were run for up to ten migration events (-m 0 - 10), and with the optimum number 

of migration edges determined by the proportion of the variance explained by each migration 

model, and estimated with the ‘get_f()’ R function provided with the TreeMix Package. In order 

to limit overconfidence in the tree model, migration edges were added until >98% of the variance 

in the tree model was explained. Finally, likelihood ratios and associated critical-X2 p-values 

were calculated to assess significance between tree models with and without gene flow. Standard 

errors (-se) calculated in TreeMix were used to assess statistical significance of each migration 

edge. 

 

Detailed methods in estimates of effective population size, divergence time, and migration 

rates 

 For mtDNA, isolation-with-migration models as implemented in IM [20,21] were used to 

estimate effective population size, divergence time, and migration rates for pairwise comparisons 

of all four species. In short, IM simultaneously calculates posterior probability densities of 

population sizes, divergence time, and migration rates from non- recombinant sequence 

fragments using Bayesian MCMC algorithms [22]. IM analysis were run for a minimum of 

10,000,000 generations following a burn-in of 1,000,000 generations or until the effective 

samples sizes (ESS) were ≥ 50 across all parameters [20,21]. Migration rates (m), time since 
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divergence (t), and the effective population size of the ancestor (NeANC), Mourning Dove 

(NeMODO), White-winged Dove (NeWWDO), Eurasian Collared-Dove (NeEUCD) and Rock Dove 

(NeROPI) were estimated.  

 For nuclear DNA, we used the program ∂a∂i (Diffusion Approximations for 

Demographic Inference [23]) to simultaneously estimate rates of gene flow, time since 

divergence, and effective population sizes within and between each species. In short, ∂a∂i uses 

site frequency spectrum (SFS) data and implements a diffusion approximation-based approach to 

fit specified evolutionary models (e.g., isolation-with-migration) against empirical data [23,24]. 

Given that ∂a∂i is most accurate and efficient when working with only two populations [25], we 

calculated the best fit model for each species-by-species comparison. Briefly, we can determine 

the best fit model by using the multinomial estimate of log-likelihood for optimized parameters 

that best fit the model SFS to the empirical SFS. After concatenating all loci in a Nexus file 

format, we used custom python scripts 

(https://github.com/jibrown17/Dove_dadi.pairwise.comparisons) to derive an empirical SFS 

using ∂a∂i. Each SFS was based on only minor alleles and was folded because we lacked 

outgroup information [23]. Additionally, variants observed in none or all samples were ignored 

(‘masked’) by ∂a∂i. Finally, to account for missing data and the lack of shared variants between 

species, each SFS was projected down to create the most complete SFS, while maintaining the 

most alleles possible [24]. Given that relatedness between each species varies, projections for 

each species-by-species comparison differ in order to account for the low number of shared 

variants. We used the following datasets: (1) Eurasian Collared-Dove (N = 20 alleles) x 

Mourning Dove (N = 15 alleles), (2) Eurasian Collared-Dove (N = 23 alleles) x Rock Dove (N = 

23 alleles), (3) Eurasian Collared-Dove (N = 18 alleles) x White-winged Dove (N = 18), (4) 
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Rock Dove (N = 20 alleles) x Mourning Dove (N = 15), (5) Rock Dove (N = 30 alleles) x White-

winged Dove (N = 10), (6) White-winged Dove (N = 17 alleles) x Mourning Dove (N = 17 

alleles).  

 For each dataset, we tested the empirical data against three evolutionary models that are 

included in the program ∂a∂i : (1) Neutral-No-divergence, (2) Isolation-With-Migration, and (3) 

Split-With-Migration (https://github.com/jibrown17/Dove_dadi.pairwise.comparisons). We also 

tested the data against custom Split-No-Migration and Isolation-No-Migration models where we 

forced zero migration in the standard models. We determined which model best fit the empirical 

SFS based on the highest log-likelihood of the optimal parameters for each model. We then 

performed 20 independent parameter optimizations of the best fit model for each species 

comparison. Different demographic parameters were estimated for each model, including a 

scaling factor (θ = 4NANC x μ; NANC = Ancestral effective population size), effective population 

sizes (Ni = vi x NANC), migration rates (mi←j = Mi←j/(2NANC); mi←j = proportion of 

migrants/generation in population i from population j), and time since divergence (t = T x 2NANC; 

t = time since divergence in generations; [24]). 

 To convert parameter estimates from IM and ∂a∂i into biologically informative values, 

we estimated generation time (G) and mutation rates per locus (μ). First, generation time (G) is 

calculated as G =α + (s/(1−s)), where α is the age of maturity and is the expected adult survival 

rate [26]. For all species comparisons we used an age of maturity (α) of 1 [27–30]. Additionally, 

for each species comparison we used the average of the adult survival (s) between the two 

species: Eurasian Collared-Dove x Mourning Dove (s = 0.565; [31,32]); Eurasian Collared-Dove 

x Rock Dove (s = 0.558; [31,33]); Eurasian Collared-Dove x White-winged Dove (s = 0.584; 

[31,34]); Rock Dove x Mourning Dove (s = 0.483; [32,33]); Rock Dove x White-winged Dove (s 
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= 0.502; [33,34]); White-winged Dove x Mourning Dove (s = 0.509; [32,34]). Finally, to obtain 

a scaled mutation rate for mitochondrial markers, we used an average mitochondrial mutation 

rate in birds of 1.035x 10-8 substitution/site/year [35]. For nuclear DNA, the mean avian nuclear 

mutation rate of 1.2 x 10-9 substitutions/site/year [36] is unlikely to be representative of our four 

species (i.e., Columbiaformes tend to show slower mutation rates; [37]) or isolated ddRAD-seq 

markers. In particular, given the high divergence recovered with nuclear and mtDNA loci across 

the four dove species (Table 1; Fig. 2C). we expected overlapping ddRAD-seq loci that are 

unbiased from complete or partial allelic dropouts to be more conserved, and thus, having a 

slower mutation rate. Thus, instead, we determined a mutation rate by setting the autosomal 

divergence time as calculated by ∂a∂i to the average of inferred time splits within the *BEAST 

analysis of mtDNA for Eurasian (i.e., Eurasian Collard-Doves and Rock Pigeons) and North 

American (White-winged and Mourning Doves) clades (see results; also see [38]). In short, we 

used the derived average mtDNA time to set the ∂a∂i time parameter, and thus calibrating the 

NANC parameter. Doing so, we then derive a mutation rate (μ) using the formula NANC = θ/4μ. 

These mutation rates were then scaled to the generation times for each species comparison before 

being multiplied by the total number of base pairs for mtDNA (419 bp) and nuclear DNA 

(79,862 bp) to get substitutions/site/generation (s/s/g); and which were then used to convert all 

respective parameter values. Ancestral effective population size was derived as NANC = θ /μ for 

mtDNA and NANC = θ/4μ for nuclear DNA, where θ is scaled to the mutation rate per generation 

[39]. Effective population size was derived as NE = θIM/4μ for mtDNA and NE = vE x NAnc for 

nuclear DNA. Finally, years since divergence (T) was then derived for mtDNA as T = t/μ, where 

t is the time since divergence scaled to geometric mean of the mutation rate (μ) [20], and 
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calculated in ∂a∂i using the following formula tn = Tn x 2 x NANC x G (tn = total years before 

present at the nth time interval & G = generation time; Sæther et al. 2005).  

 

Detailed methods on Historical population demography through time 

 Long-term demographic histories of each species were determined using a novel ∂a∂i 

model that estimates effective population size through time using partial genome sequence 

information. Using the same set of bi-allelic ddRAD-seq SNPs as previously described, we 

created a one-dimensional (i.e., single species) site-frequency spectrum (SFS) for each species 

where Nexus formatted ddRAD-seq autosomal loci are transformed into species-specific SFS 

using custom python scripts (https://github.com/jibrown17/Dove_dadi.demographics). The SFS 

was then folded and masked at sites with variants present in only one or all samples [23,24]. 

Datasets were projected down to account for missing data between samples (NECDO = 37 alleles, 

NMODO = 61 alleles, NROPI = 28 alleles, NWWDO = 59 alleles). Each dataset is then run through our 

custom model (https://github.com/jibrown17/Dove_dadi.demographics) where effective 

population size is estimated through a series of time intervals. In short, our stepwise time interval 

function uses 100 iterations of the single population integration function (‘Integration.one_pop’ 

in ∂a∂i) to model a continuous transformation of effective population size through time.  

 This model starts by estimating the ancestral effective population size of vAnc, which 

exists for some time-period, TAnc, before estimating the effective population size, vn, for some 

time interval, Tn, at each subsequent integration step. Effective population size is then estimated 

for time intervals in the past, starting with T0, until present day, T99, and the ancestral population 

will have occurred at time, T99 + T98 + T97… + T1 + T0 + TAnc. This stepwise function is then used 

to model an SFS that is subsequently fit to the empirical data for each species through parameter 
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optimization. Optimum parameters are estimated by performing 50 independent parameter 

optimization runs, with each optimization run having a random starting point. Specifically, for 

parameter optimization, we first extrapolated the stepwise function of continuous population 

change across a grid in frequency spectrum space that is used by ∂a∂i to infer a final model SFS. 

Next, we randomize initial input values for optimization using the ∂a∂i function 

‘perturb_params’, before finally calculating parameter optimums (i.e., vAnc–v99 & TAnc–T99) with 

the function ‘optimize_log’. While starting points for optimization are randomized, time interval 

parameters are constrained based on known estimates of time since divergence from the pairwise 

species comparison results. Final optimum parameters are scaled to the empirical data using θ (θ 

= 4NANC x μ; NANC = Ancestral effective population size). Finally, we estimate the goodness of fit 

for each species’ model SFS by calculating the log-likelihood of the model given the empirical 

data, as well as visualize model fit by graphing model residuals. 

 Next, 95% confidence intervals (CI) were estimated using the parameter uncertainty 

metrics included in ∂a∂i. Briefly, ∂a∂i calculates uncertainty values using a Fisher Information 

Matrix (FIM), which provides a measure of how much information can be derived from the data 

with respect to an unknown parameter. This FIM can then be used by ∂a∂i to calculate variance 

and uncertainty of that parameter. The FIM requires a step size (ε) to be chosen for the 

calculation of the numerical derivatives [24,40,41]. We note that ∂a∂i is unable to calculate an 

uncertainty value for a parameter if the numerical derivative of the parameter is negative; 

therefore, we maximized the number of parameters for which ∂a∂i is able to return a true 

estimate of uncertainty by calculating uncertainty across a range of step sizes (ε = 10-2 – 10-7; 

[24,40,41]). 
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 Finally, ∂a∂i parameters were converted into biologically informative numbers as 

previously described and based on generation time (G) that is calculated using an age of sexual 

maturity (α) of one for each species, as well as survival estimates specific to Rock Pigeon (s = 

0.48; [33]), Eurasian Collared-Dove (s = 0.64; [31]), Mourning Dove (s = 0.49; [32]), and White-

winged Dove (s = 0.53; [34]). Similarly, we derived substitutions per generations by scaling our 

derived mutation rate of 1.95 x 10-10 mutations/site/year to each individual species’ generation 

time and total ddRAD-seq sequence length. In short, the ∂a∂i parameter of time before present is 

converted into years based on the formula tn = Tn x 2 x NAnc x G (tn = total years before present at 

the nth time interval & G = generation time), and the effective population size calculated for each 

time interval as Nn = vn x NAnc (Nn = effective population size at the nth time interval). 
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