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Abstract

:

The most significant and rapidly expanding fintech services in Nepal are provided by several fintech firms. Customer satisfaction must be compared side by side even if every organization has made an effort to expand the usage of services. Many studies have concentrated on evaluating the impact of various factors on customer satisfaction, but significantly fewer studies have been conducted to explore the factors and focus of machine learning. Based on the planned behavioural theory (TPB), the study is concentrated on exploring and evaluating customer satisfaction on a different stimulus offered by F1 Soft (a fintech firm in nepal), customers’ loyalty and the compatibility they gain through the company’s services. By exploring various factors affecting customer satisfaction by using principal component analysis (PCA) and explainable AI (XAI), the study explored the eight factors (customer service, compatibility, ease of use, assurance, loyalty intention, technology perception, speed and firm’s innovativeness) which affect customer satisfaction individually. Furthermore, by using support vector machine (SVM) and logistic regression (LR), the major contributing factors are explained with local interpretable model-agnostic explanation (LIME) and Shapley additive explanations (SHAP). SVM holds the training accuracy of 89.13% whereas LR achieves 87.88%, and both algorithms show that compatibilty issues consider the major contributing factor for customer satisfaction. Contributing toward different dimensions, determinants, and the results of customer satisfaction in fintech, the study suggests how fintech companies must integrate factors affecting customer satisfaction in their system for further process development.
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1. Introduction


Technological innovation and digitization are facing challenges in the financial sector of Nepal, but they also enhance customer satisfaction. The term customer satisfaction does not have an exact definition; rather, it is multifaceted and could be interpreted and analyzed from different perspectives. However, fintech has been in the limelight, and it represents the application of new information technology in the financial arena. Fintech integrates the two fields of finance and technology, which becomes financial technology, or fintech [1]. Fintech firms are under growing pressure to deliver superior customer service in order to differentiate themselves from other, similar organizations and increase their clientele. In order to cater to the demands of each unique consumer, fintech businesses are creating individualized services carefully crafting customised marketing. These businesses are utilizing data to support their expansion. Businesses in Nepal at the moment employ stimulation strategies like cash back, incentive points, etc. This conceptualizes the innovative financial services offered by the financial institutions, backed up by development in information and communication technology (ICT) [2]. Moreover, fintech encompasses innovative financial institutions which offer financial services based on new technological advancement such as the Internet of things (IoT), artificial intelligence (AI), blockchain, near-field communication (NFC), digital wallets, and so on [3]. Advancement in ICT accelerates the financial services offered by the financial institution facilitating data collection, analysis, interpretation, and quick delivery of services [4]. Based on ICT, most of the financial services will be progressively executed electronically, without human mediation, with an ultimate goal of enhancing customer satisfaction [5].



Additionally, a number of studies have already covered the behavioral elements that affect customers’ happiness with the service industry. For online food-delivery systems (OFDS), Yeo et al. [6] analysed hedonic motivation, prior online purchases, time-saving orientation, and price-saving orientation as the influencing factors. On the other hand, Lau et al. [7] implemented the theory of planned behavior (TBP) to pinpoint perceived ease of use, time-saving orientation, convenience motive, privacy, and security. In the context of bank consolidation, Farah [8] used a TBP to forecast intentions to buy sustainable homes. The dearth of studies on the application of TPB to solve fintech despite the existence of studies regarding customer loyalty and satisfaction toward OFDS system apps, online retail, and other service industries [6,7,9,10]. The majority of studies evaluated the effects of numerous factors on customer satisfaction implementing TPB. On the contrary, a relatively small number of studies were undertaken to delve into the variables and focused on machine learning, which can stand as a crucial future applications.



To generalize, Equation (1) represents behavioral intention in the theory of planned behavior [11],


  B I =  α A  A +  α  S N   S N +  α  P B C   P B C ,  



(1)




where   B I   represents behavioral intention, A represents attitude toward behavior,   S N   represents subjective norm,   P B C   represents perceived behavioral control, A is proportional to    ∑  1 = 1  n   b i   e i   ,   S N   is proportional to    ∑  1 = 1  n   n i   m i   ,   P B C   is proportional to    ∑  1 = 1  n   c i   p i   , b represents strength of each belief concerning an outcome, e represents the evaluation of the outcome, n represents the strength of each normative belief, m represents the motivation, c represents the strength of each control belief, and p represents the perceived power of the control factor.



Although AI primarily focuses on different computer visions [12], medical image analysis [13], network optimization [14], intrusion detection [15], image steganography [16], adversarial attacks [17], deep fakes [18], and similar fields, few studies have been found that explore the factors affecting the customer satisfaction in fintech companies and the use of machine learning (ML) to define such factors in Nepal. The explainability of ML techniques has emerged as a critical concern, particularly in the most regulated industries, including health and finance [19]. The study attempts to resolve such research gap with reference to the Nepalese fintech firm F1 Soft.



From a customer perspective, the recent expansion of the mobile payment sector led by innovative financial technology payment services such as Esewa, Khalti, IME Pay, Prabhu Pay, iCash, dPaisa, FonePay, etc. are the most important and fastest-growing fintech services in Nepal. Although every business makes an effort to spread the use of services, customer satisfaction must be measured side by side. Although significant, customer satisfaction with regard to fintech services has not been extensively researched in the Nepalese context.



The objectives of the study are as follows:




	
to explore and clarify the major influencing factors of customer satisfaction in fintech industry, by virtue of studying F1 Soft of Nepal; and



	
to implement the ML model and interpret the results with LIME and SHAP.








Continuing further, Section 2 details the existing works on customer satisfaction, PCA, and machine learning approaches. Section 3 describes the data collection and proposed methods. Experimental results obtained by using PCA, ML, and XAI are discussed in Section 4. Section 5 provides a discussion, the implications, and the limitations and future research.




2. Related Works


2.1. Customer Satisfaction


Over the years, many studies have been carried out to analyze the impact of various factors on customer satisfaction. Ref. [20] conducted a study on service-quality perception and customer satisfaction in the Nepalese banking sector. They used a questionnaire including 27 questions relating to the five dimensions: reliability, assurance, tangibility, empathy, and responsiveness of service quality and found strong and significant (at the 0.01 level) correlation between service-quality dimensions and customer satisfaction. A similar kind of study was performed by [21], in which the author used reliability, responsiveness, assurance, empathy, and such tangible factors as predictor and customer satisfaction as response and found the customer satisfaction of commercial banks was based on service quality. Ref. [22] went through the study of corporate social responsibility and customer satisfaction in Nepal, incorporating banking, manufacturing, insurance, telecommunication, Internet service provider, and hotel sectors. Their findings suggest that the relationship with the community is the major area of social responsibility and that promotion of corporate image is the main driving force behind the adoption of corporate social responsibility (CSR). Independent variables have positive and significant (p = 0.05) relationship with customer satisfaction. Accessibility, reliability, convenience and security of e-banking services were used as customer satisfaction metrics and it was found that all the regressors were significant (p = 0.01) [23].



Consequently, in a study on recommender system customer satisfaction, authors in [24] found that when using a deep learning-based recommender system, accuracy and diversification had a favorable impact on customer satisfaction. In contrast, when using conventional recommender systems, only accuracy has a beneficial impact on customer satisfaction. In the same vein, writers in [25] conducted a study by using three factors of customer satisfaction and found that, if correctly implemented and presented, hotel green initiatives would please customers. Furthermore, hedonic motivation, followed by pricing, information quality, and promotion, was found to have the greatest impact on customer satisfaction in research on an OFDS done during the COVID-19 pandemic. It is interesting that this study discovered that usability parameters like perceived ease of use and navigational design have no impact on customer loyalty and satisfaction in OFDS under the COVID-19 new normal [26].




2.2. Principal Component Analysis


With a high number of dimensions or features per observation, principal component analysis (PCA) is a common method for analyzing huge datasets and improving data interpretation while retaining most of the information and enabling the presentation of multidimensional data [27]. Principal components are a series of projections of the data that are ordered in variance and mutually uncorrelated. They are created as linear manifolds that roughly have a set of N points [28]. PCA aims to uncover crucial coherence and correlation among the variables by aggregating highly correlated variables and creating new composite measures that represent groups of subvariables [29]. For the purpose of determining the number of factors that should be retained, various extraction methods can be used. Kaiser’s criterion states that only those elements with equal eigenvalues or greater eigenvalues will be maintained in the model. Ref. [30] suggested the scree plot, cumulative percent of extracted variance, and parallel analysis for the purpose of determining factors that should be retained. Othogonal varimax was often used for rotational approach.



Ref. [31] explored the qualities of a good leadership by using PCA and found 13 factors that define a good leader. Similarly, [29] conducted a study entitled “Internal Marketing: An Application of PCA”, the results of which supported the usefulness of the suggested framework, which may be used as a statistical and management tool for staff development and organizational effectiveness. The elements that were taken into consideration were interfunctional coordination, training, information transmission, motivation, understanding, distinction, and strategic reward. Ref. [32] explored the factors affecting customer satisfaction in e-banking, by studying the three major factors of service quality, brand perception, and perceived value.




2.3. Machine Learning


The authors of [33] studied machine learning based on customer metacombination and brand equity analysis for the evaluation of marketing behavior. The study survey covered four main areas: customer satisfaction, a general overview of customer satisfaction, the benefits and drawbacks of marketing strategies through quantitative analysis, and the presentation of reasonable marketing strategy, suggestions, and opinions with regard to improvement. Ref. [34] provides a ML-based matching analysis method, called CAMP, by which not only the semantics and sentiment of customer comments and agent notes can be properly and thoroughly studied, but also the granular and fine-grained characteristics can be discovered. The CAMP method may offer helpful advice for providing follow-up care, and automation can hasten the time for service response, both of which ultimately increase customer happiness and customer loyalty.





3. Data and Methodology


3.1. Data Collection


F1Soft is an ecosystem of digital products and offerings that makes it easier, more inexpensive, and more secure for Nepali consumers to obtain financial services and to participate in the formal digital economy. The company has spent more than 10 years developing innovative digital financial services (DFS) and products, and it is proud to have created Nepal’s first-ever online payment gateway and digital wallet [35].



Data were collected from customers of F1 Soft products Esewa and FonePay (in the month of April 2022). The survey was conducted through a structured online questionnaire by using a five-point Likert scale [36,37] in the bipolar format (1 = strongly disagree to 5 = strongly agree and 1 = very unlikely to 5 = very likely) and dichotomous format (use of mobile payment services of F1 Soft is fully satisfying—Yes = 1 and No = 0) for dependent variable customer satisfaction. As judgmental sampling involves the choice of subjects who are most advantageously placed or in the best position to provide the required information, 1100 emails were sent to the respondents on the basis of judgement sampling because F1 Soft does not provide customer-related data due to legal constraints [32]. Samples were collected only from users of F1 Soft products who were more than 15 years of age [38] by using Google Form. Emails were collected from colleges, business institutions, industries, and the service sector. The sample was initially drawn from colleges located in Kathmandu, affiliated to Tribhuvan University, Nepal (the sampling frame) but supplemented with respondent recommendation and other additions, by using the judgment sampling methodology.



Out of the 1100 emails, 417 responses were received representing the response rate of 37.91%; however, only 403 (n = 403) responses were used for analysis after filtering 14 incomplete responses by using the data screening method. In addition to those 417 responses, 10 users of different ages were monitored while filling up the response. On the basis of those responses, restrictions regarding age and text fields were designed again. On top of that, the overall demographic descriptions are shown in Table 1.



Email and postal data collection method have only a limited reach in the context of Nepal [39], and South Asia. Indirect surveys frequently have low response rates [40]; hence, the aforementioned response rate might be viewed as rather excellent in the context of Nepal.




3.2. Sampling Adequacy Measure


The Kaiser–Meyer–Olkin (KMO) measure of sample adequacy (MSA) and Bartlett test of sphericity (BTS) were undertaken for the data on variables affecting the customer satisfaction of fintech firm to determine whether the data were acceptable for further analysis. The BTS value was determined to be significant at p = 0.000 and the KMO value was 0.882, which is above 0.50 (Table 2). The data’s factorability is supported by the KMO value of 0.882, which is higher than the advised value of 0.6 [41,42,43] and the statistical significance of Bartlett’s test of sphericity [44].




3.3. Proposed Methodology


The model’s abstract architecture, which includes data preparation, component analysis, several ML models, statistical performance indicators, and frameworks for explanation extraction, is shown in Figure 1.



The gathered raw data were first utilized for the purpose of exploring the factors influencing customer satisfaction by using PCA to produce eight factors which explain customer satisfaction in fintech firms: customer service, ease of use, compatibility, firm innovativeness, loyalty intention, assurance, speed, and technology perception. Moreover, age, gender, education and occupation were used to see the effect of the demographic variable on customer satisfaction. Furthermore, both the variables were incorporated to machine learning models: support vector machine (SVM) and logistic regression (LR). Statistical (training accuracy, test accuracy, recall and AUC) and explainable (LIME) results were analyzed.





4. Results and Analysis


4.1. Principal Component Analysis


A MSA confirmed factor analysis, a PCA with subsequent rotation (Varimax) were conducted on 36 questions of the questionnaire concerning the customer experience and stimulus offered by F1 Soft to their customers in eight different attempts (Table 3). After those eight attempts, the resolution was found where commonalities varied from 0.523 to 0.825 where 29 items remained for further analysis. By applying Kaiser’s rule, eigenvalues greater than or equal to 1 and the scree plot (Figure 2), eight factors (Table 4) were deemed important.



Following rotation (Table 5, factor 1 was loaded five items and reflects the customer service of the organization, accounting for 11.04% of the variance exemplified by the highest loading item “Customer service agents are friendly” and lowest loading item “Customer support in resolving your issues is good”. Factor 2 was loaded with four items and accounted for 10.72% of the variance. It was highest for “Use of Esewa makes me feel good”. The third factor accounted for 8.80% of the variance with four items suggesting it was measuring ease of use. Four items included in the third factor were “Mobile payment services are easy to use”, “Requires fewer step to accomplish the transaction”, “Ease to integrate with bank accounts” and “Ease of personal details verification” where the highest loaded items were accounted for “Mobile payment services are easy to use”. Another factor which was named as assurance is the fourth factor, which constitutes four items with the highest loading on “Confidence on transaction is high and identical to the cash transaction”. This factor accounted for 8.5% of the variance. Similarly, the fifth, sixth, seventh, and eighth factors accounted for 7.93%, 7.89%, 7.48%, and 7.43%, respectively, of the variance, and each of them includes three items individually. These four factors were named as loyalty intention, firm innovation, technology perception, and speed respectively.




4.2. Machine Learning Approach


The proposed ML model and XAI algorithms [45] were implemented by using Keras [46] in python [47]. Experiments were executed on Google Colab [48] with NVIDIA K80 graphical processing unit of 12 GB RAM provided by Google. The runtime platform of Google Colab consists of Python (version 3.7) as a programming language, Keras (version 2.5.0), which works with the TensorFlow (version 2.5.0) framework. The entire dataset with details tabulated in Table 6 was split into the train and test sets with a ratio 90:10.




4.3. Evaluation Metrics


Conventional statistical measures such as precision (Equation (2)), recall (Equation (3)), F score (Equation (4)) and accuracy (Equation (5)) were used to measure the classification performance of the model where   T P  ,   T N  ,   F P  , and   F N   represent true positive, true negative, false positive, and false negative, respectively.


  P r e c i s i o n  ( P )  =   T P    T P  +  F P     



(2)






  R e c a l l  ( R )  =   T P    T P  +  F N     



(3)






  F − s c o r e  ( F )  = 2 ×   P × R   P + R    



(4)






  A c c u r a c y  ( A )  =    T P  +  T N     T P  +  T N  +  F P  +  F N     



(5)








4.4. Support Vector Machine with Radial Basis Kernel


The initial purpose of SVM is to classify binary data (satisfied or unsatisfied). For sets n of training datasets [49],


   (  x 1  ,  y 1  )  , … ,  (  x n  ,  y n  )   



(6)




where yi is either 1 or −1, indicating the class to which xi belongs. Each xi is a p-dimensional vector. To find out the “maximum-margin hyperplane” to divide the group of xi for which yi = 1 from the group of point which yi = −1, we can write the hyperplane as


   W T  x − b = 1  



(7)






   W T  x − b = − 1 .  



(8)







The Softmax layer lowers cross-entropy or maximizes log-likelihood, whereas SVM simply seeks to find the largest margin between data points of distinct classe of satisfaction or dissatisfaction.



The output of k-th SVM is denoted as


   a k   ( x )  =  W T  x .  



(9)







The predicted class is


  a r  g k  m a x  a k   ( x )  .  



(10)







SVM model with a radial basis kernel is applied on LIME with a training accuracy of 88.67%, test accuracy of 87.80%, recall of 100%, and AUC of 0.62%.



4.4.1. SVM Interpretation with LIME


The factor compatibility (18%), assurance (8%), speed (7%), and loyalty intention (6%) show the dissatisfaction status, whereas, as shown in Figure 3, the top three essential characteristics by SVM model to predict satisfaction are customer service (6%), technology perception (4%), and occupation (3%).




4.4.2. SVM Interpretation with SHAP


Absolute Shapley values for each characteristic I throughout the data were averaged to determine the overall relevance by using Equation (11):


   I j  =  1 n   ∑  i = 1  n   |  ϕ  j   ( i )   |  .  



(11)







Figure 4 shows that compatiblity, customer service, speed, loyalty intention, assurance, ease of use have the highest contribution factor.





4.5. Logistic Regression


For classifying the particular sample x as y (satisfied or unsatisfied), LR predicts probabilities by using likelihood, probability of y is either p if y = 1 or 1-p if y = 0, where likelihood was calculated by using Equation (12).


  l  (  α 0  , α )  =  ∑  i = 0  n  − l o g 1 +  ∑  i = 0  n   y i   (  α 0  + α ·  x i  )   



(12)







With 87.29% of training accuracy, 87.80% test accuracy, 94.11% recall, and 0.75 AUC, the logistic model is imposed on LIME.



4.5.1. LIME Interpretation with LR


Figure 5 interprets that compatibilty (19%), assurance (8%) and speed (8%) have the highest degree for contributing “Not Satisfied”. Interestingly, the prediction probability for the satisfaction is reduced by the features of customer service (6%), technology perception (5%), and occupation (4%).




4.5.2. SHAP Interpretation with LR


Figure 6 show that compatibility, ease of use, speed, assurance, technological perception holds the major contributing factor.






5. Conclusions


5.1. Discussion


The purpose of the current study was to investigate different factors for gaining customer satisfaction and implementation of machine learning. According to the study’s findings, all eight parameters were significant and regarded as reliable indicators of customer satisfaction in FinTech firms. The result of PCA indicates that the study explored the eight factors which affect customer satisfaction, which accounts for 69.79% variance extracted. Moreover, it can be seen that both SVM and LR showed the same sequence of influencing factors for the “Not Satisfied” and “Satisfied” categories where compatibility holds the highest weights for predicting dissatisfaction. The gender factor has the low weight for the same. Authors in [32] about e-banking concluded perceived value, brand perception, cost effectiveness, easy to use, convenience, problem handling, security/assurance, and responsiveness as important factors in customers satisfaction. In addition, perceived ease of use and perceived convenience had influenced the customer satisfaction toward online purchasing on Shopee in Malaysia. In the meantime, perceived usefulness and perceived trust did not significantly influence customer satisfaction toward Shopee in Malaysia [50]. Similarly, a study performed on Serbian market, seven variables categorized were security, information availability, shipping, quality, pricing, time, and customer satisfaction out of 26 different items [51]. The sustained performance of consumer satisfaction in the Chinese market primarily mediated two factors: ease and security. Usefulness, reactivity, and economy were, however, disregarded as determinants for customer satisfaction [52].




5.2. Theoretical Contributions and Practical Implications


In order to fulfill evolving client needs, financial service providers using technology should take into account that compatibility, assurance, speed, loyalty intention, and firm innovation are major factors and modify their offers as necessary. It will help raise customer satisfaction and service quality for the fintech organization.




5.3. Limitations and Future Research


As the study used judgment sampling, a nonprobability sampling technique, generalizations of the wider population, it should be used with caution. In spite of the present findings, a future scope should be provided to the researchers for conducting PCA and machine learning to explore the various factors which affect the customer satisfaction based on the reducible sampling design.








Author Contributions


Conceptualisation of the research topic and writing of the original draft were done by M.K. and M.B. Resource collection, design of methodology and code were designed by M.K. and M.B. Project administration was done by M.K., S.R.K. and M.B. Result validation was done by M.K., H.S., L.N.R., S.R.K., I.P.C. and M.B. Final draft and revisions were made by M.K. and M.B. All authors have read and agreed to the published version of the manuscript.




Funding


This research was partially funded by Kantipur College of Management and Information Technology, Tribhuvan University, Mid-Baneshwor, Kathmandu and Samriddhi College, Tribhuvan University, Lokanthali, Bhaktapur, Nepal.




Institutional Review Board Statement


Not applicable.




Informed Consent Statement


Not applicable.




Data Availability Statement


The supplementary material for this study can be found online at: https://github.com/mohanwithall/F1_Soft.




Conflicts of Interest


The authors declare no conflict of interest.




Abbreviations


The following abbreviations are used in this manuscript:



	SQ1
	How long have you been using mobile payment service of the Company?



	TP1
	Generally, I’ve a positive view in technology.



	TP2
	I’m a technology friendly.



	TP3
	When using technology, I often feel overwhelmed.



	TP4
	I don’t trust technology



	EU1
	Mobile payment services are Easy to use.



	EU2
	Requires fewer step to accomplish the transaction.



	EU3
	Easy and quick recovery from mistake.



	EU4
	Ease to integrate with bank accounts.



	EU5
	Ease of personal details verification.



	PV1
	Cost of using Mobile Payment services is reasonable.



	PV2
	Feeling superiority of using services.



	PV3
	The use of Mobile payment service is a good deal.



	CS1
	Customer support in resolving your issues is good.



	CS2
	Customer support team answer your inquiry promptly.



	CS3
	Customer service agents are polite.



	CS4
	Customer service opening hour is convenient.



	CS5
	Customer service agents are friendly



	A1
	Wallet payment is fully secure.



	A2
	Confidence on transaction is high and identical to the cash transaction.



	A3
	Statement provided by the company is thorough and accurate.



	A4
	Mobile payment service is fully reliable.



	PFI1
	F1 Soft is a dynamic company.



	PFI2
	F1 Soft is a creative company.



	PFI3
	F1 Soft is an innovative company.



	S1
	Fund transfer time is very quick.



	S2
	Initial log in period is much quicker.



	S3
	Fund loading from the bank takes very low time.



	LI1
	Use mobile payment service with us again.



	LI2
	Recommend our payment service to others.



	LI3
	Recommend our company to others.



	LI4
	Favour in the future.



	E1
	I learned a lot from using mobile payment service of the F1 Soft.



	E2
	Makes me feel good



	E3
	Makes me feel enthusiastic.



	E4
	I consider myself as a member of users of F1 Soft service.
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Figure 1. Conceptual framework. 
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Figure 2. Scree plot: determination of factors. 
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Figure 3. SVM— Interpretation with LIME. 
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Figure 4. SVM—Interpretation with SHAP. 
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Figure 5. LIME—Explanation with LR. 
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Figure 6. SHAP—Interpretation with LR. 
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Table 1. Frequency distribution of demographic variables.






Table 1. Frequency distribution of demographic variables.





	
Distribution Variable

	
Frequency

	
Valid Percent






	
Gender

	

	




	
Male

	
276

	
68.5




	
Female

	
127

	
31.5




	
Total

	
403

	
100




	
Education




	
SLC/SEE

	
1

	
0.2




	
Plus 2/Intermediate

	
29

	
7.2




	
Bachelor

	
313

	
77.7




	
Master and above

	
60

	
14.9




	
Total

	
403

	
100




	
Occupation




	
Business

	
12

	
3




	
Industry

	
7

	
1.7




	
Service

	
77

	
19.1




	
Student

	
288

	
71.5




	
Others

	
19

	
4.7




	
Total

	
403

	
100
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Table 2. KMO and Bartlett’s test of sphericity.
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Kaiser–Meyer–Olkin Measure of Sampling Adequacy

	
0.882




	
Bartlett’s Test of Sphericity

	
Approx. Chi-Square

	
5951.899




	

	
df

	
406




	

	
Sig.

	
0.000











[image: Table] 





Table 3. Summary measures of different attempts. Note that MV AIC, MVC, and VE denote minimum values of antiimage correlation, minimum value of commonalities, and variance extracted, respectively.






Table 3. Summary measures of different attempts. Note that MV AIC, MVC, and VE denote minimum values of antiimage correlation, minimum value of commonalities, and variance extracted, respectively.





	Attempt
	KMO
	p-Value of BTS
	MV AIC
	MVC
	% of VE
	Number of Factors





	1 (36 items)
	0.893
	0
	0.612 (TP4)
	0.380 (PV1)
	65.333
	9



	2 (35 items)
	0.891
	0
	0.611 (TP4)
	0.386 (TP4)
	66.385
	9



	3 (34 items)
	0.892
	0
	0.669 (SQ1)
	0.465 (PV3)
	67.956
	9



	4 (33 items)
	0.890
	0
	0.657 (SQ1)
	0.450 (PV2)
	68.865
	9



	5 (32 items)
	0.888
	0
	0.677 (SQ1)
	0.554 (A4)
	69.923
	9



	6 (31 items)
	0.886
	0
	0.675 (TP2)
	0.318 (SQ1)
	67.690
	8



	7 (30 items)
	0.889
	0
	0.674 (TP2)
	0.508 (TP3)
	69.449
	8



	8 (29 items)
	0.882
	0
	0.674 (674)
	0.523 (TP3)
	69.792
	8
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Table 4. Eight-factor model of customer satisfaction.
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	Item\Factor
	F1
	F2
	F3
	F4
	F5
	F6
	F7
	F8
	Communalities





	CS5
	0.781
	
	
	
	
	
	
	
	0.694



	CS3
	0.773
	
	
	
	
	
	
	
	0.645



	CS2
	0.722
	
	
	
	
	
	
	
	0.618



	CS4
	0.718
	
	
	
	
	
	
	
	0.563



	CS1
	0.662
	
	
	
	
	
	
	
	0.557



	E2
	
	0.808
	
	
	
	
	
	
	0.802



	E4
	
	0.800
	
	
	
	
	
	
	0.718



	E3
	
	0.786
	
	
	
	
	
	
	0.736



	E1
	
	0.756
	
	
	
	
	
	
	0.740



	EU1
	
	
	0.755
	
	
	
	
	
	0.715



	EU5
	
	
	0.727
	
	
	
	
	
	0.641



	EU2
	
	
	0.718
	
	
	
	
	
	0.640



	EU4
	
	
	0.687
	
	
	
	
	
	0.600



	A2
	
	
	
	0.791
	
	
	
	
	0.710



	A1
	
	
	
	0.775
	
	
	
	
	0.676



	A3
	
	
	
	0.685
	
	
	
	
	0.616



	A4
	
	
	
	0.602
	
	
	
	
	0.546



	LI2
	
	
	
	
	0.828
	
	
	
	0.852



	LI3
	
	
	
	
	0.801
	
	
	
	0.791



	LI1
	
	
	
	
	0.707
	
	
	
	0.743



	PFI2
	
	
	
	
	
	0.801
	
	
	0.824



	PFI3
	
	
	
	
	
	0.790
	
	
	0.815



	PFI1
	
	
	
	
	
	0.754
	
	
	0.726



	TP2
	
	
	
	
	
	
	0.870
	
	0.807



	TP1
	
	
	
	
	
	
	0.862
	
	0.789



	TP3
	
	
	
	
	
	
	0.684
	
	0.523



	S1
	
	
	
	
	
	
	
	0.804
	0.753



	S2
	
	
	
	
	
	
	
	0.790
	0.743



	S3
	
	
	
	
	
	
	
	0.738
	0.657



	Variance explained
	3.200
	3.11
	2.55
	2.47
	2.3
	2.29
	2.17
	2.16
	20.25



	% of Variance explained
	11.04
	10.72
	8.80
	8.50
	7.93
	7.89
	7.48
	7.43
	69.79
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Table 5. Total variance explained. Note that variance and cumulative are percentages and SSL is sum of squared loadings.
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Component

	
Initial Eigenvalues

	
Extraction SSL

	
Rotation SSL




	
Total

	
Variance

	
Cumulative

	
Total

	
Variance

	
Cumulative

	
Total

	
Variance

	
Cumulative






	
1

	
8.93

	
30.78

	
30.78

	
8.93

	
30.78

	
30.78

	
3.2

	
11.04

	
11.04




	
2

	
2.53

	
8.72

	
39.5

	
2.53

	
8.72

	
39.5

	
3.11

	
10.72

	
21.76




	
3

	
2.29

	
7.90

	
47.39

	
2.29

	
7.90

	
47.39

	
2.55

	
8.80

	
30.56




	
4

	
1.65

	
5.70

	
53.09

	
1.65

	
5.70

	
53.09

	
2.47

	
8.50

	
39.06




	
5

	
1.46

	
5.02

	
58.11

	
1.46

	
5.02

	
58.11

	
2.30

	
7.93

	
46.99




	
6

	
1.21

	
4.16

	
62.27

	
1.21

	
4.16

	
62.27

	
2.29

	
7.89

	
54.88




	
7

	
1.12

	
3.87

	
66.14

	
1.12

	
3.87

	
66.14

	
2.17

	
7.48

	
62.36




	
8

	
1.06

	
3.65

	
69.79

	
1.06

	
3.65

	
69.79

	
2.16

	
7.43

	
69.79




	
9

	
0.81

	
2.79

	
72.58

	

	

	

	

	

	




	
10

	
0.73

	
2.51

	
75.09

	

	

	

	

	

	




	
11

	
0.70

	
2.41

	
77.50

	

	

	

	

	

	




	
12

	
0.60

	
2.07

	
79.57

	

	

	

	

	

	




	
13

	
0.57

	
1.95

	
81.53

	

	

	

	

	

	




	
14

	
0.52

	
1.81

	
83.33

	

	

	

	

	

	




	
15

	
0.51

	
1.76

	
85.09

	

	

	

	

	

	




	
16

	
0.49

	
1.67

	
86.77

	

	

	

	

	

	




	
17

	
0.43

	
1.49

	
88.25

	

	

	

	

	

	




	
18

	
0.41

	
1.43

	
89.68

	

	

	

	

	

	




	
19

	
0.38

	
1.30

	
90.97

	

	

	

	

	

	




	
20

	
0.34

	
1.18

	
92.15

	

	

	

	

	

	




	
21

	
0.33

	
1.13

	
93.28

	

	

	

	

	

	




	
22

	
0.30

	
1.04

	
94.32

	

	

	

	

	

	




	
23

	
0.29

	
1.01

	
95.33

	

	

	

	

	

	




	
24

	
0.29

	
1.00

	
96.33

	

	

	

	

	

	




	
25

	
0.27

	
0.91

	
97.24

	

	

	

	

	

	




	
26

	
0.25

	
0.85

	
98.09

	

	

	

	

	

	




	
27

	
0.21

	
0.73

	
98.82

	

	

	

	

	

	




	
28

	
0.18

	
0.63

	
99.44

	

	

	

	

	

	




	
29

	
0.16

	
0.56

	
100.00
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Table 6. Summary measures of eight factors to measure customer satisfaction. CS, C, EU, A, LI, FI, TP, and S represent customer service, compatibility, ease of use, assurance, loyalty intention, firm innovation, technology perception, and speed, respectively.
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	Des/Factor
	CS
	E
	EU
	A
	LI
	FI
	TP
	S





	Number of items
	5
	4
	4
	4
	3
	3
	3
	3



	Cronbach’s alpha
	0.832
	0.882
	0.797
	0.785
	0.872
	0.866
	0.773
	0.791



	Mean
	17.14
	14.57
	16.3
	14.43
	15.53
	10.68
	11.49
	11.12



	Std. deviation
	3.41
	2.95
	2.54
	2.75
	2.93
	2.11
	2.73
	2.15



	Skewness
	−0.41
	−0.58
	−1.09
	−0.32
	−0.85
	−0.29
	−1.03
	−0.71



	Minimum
	5
	4
	4
	4
	4
	3
	3
	3



	Maximum
	25
	20
	20
	20
	20
	15
	15
	15



	N
	403
	403
	403
	403
	403
	403
	403
	403
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