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Abstract

:

Residual feed intake (RFI) is the preferred measurement for feed efficiency in beef cattle, but it is laborious to determine. Data from two experiments of growing bulls (test period durations of 56 and 63 days) were used to examine how a reduction in the number of times the animals were weighed and the shortening of the length of the observation period affect the reliability of the RFI determination. We introduce two easily understandable probability measures for assessing reliability. ‘The consistency of the pair-wise ranks’ gives the probability that the rank of any two animals compared remains the same when the amount of data is reduced. ‘The consistency of the thirds’ gives the probabilities that an individual animal will remain in the same, i.e., the lowest, middle, or highest, third of animals. The reliability of the results was not greatly affected when the weighing interval was reduced from one week to four weeks. However, shortening the test period resulted in a marked reduction in the reliability of RFI. If individual feed intake is automatically measured, the workload required for RFI measurements can most effectively be reduced by reducing the number of weighing times but keeping the duration of the test period long enough.
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1. Introduction


Feed costs represent a significant part of the variable costs in beef production. Thus, animals that have high feed efficiency can improve production profitability. In addition, due to increasing environmental requirements, considerable interest exists in improving feed efficiency to reduce the environmental footprint of beef production. Residual feed intake (RFI) has become the preferred measurement of feed efficiency in beef cattle in recent years [1]. Since feed efficiency is an inheritable trait, RFI can be used to enhance productivity through selective breeding. The definition of RFI is the difference between the observed and expected feed intake needed to support both the maintenance of body weight (BW) and growth. Because RFI does not depend on the level of animal production, it is a useful concept to examine the biological mechanisms associated with inter-animal variation in feed efficiency [2].



The RFI is defined for individual animals in a given population as the residuals of a multiple regression model where dry matter (DM) intake (DMI) is regressed according to variables describing the energy expenditure [1]. The size of the animals (described typically by mid-test metabolic body weight, (MMBW)) and growth (described by average daily gain, (ADG)) are the two basic independent variables. The model can be adjusted for the fat content (described by sub-cutaneous back fat thickness, (BF) [3,4,5] and cross-sectional area of the longissimus dorsi muscle (LM) [6], as well as the breed and specific group of animals being tested [7] to improve the explanatory power of the models.



Determining the RFI requires laborious and costly test periods. Attempts have been made to determine the optimum duration of the test period and the optimum number of times the animals need to be weighed to improve the efficiency of the RFI measurements, or the effects of missing data on the reliability of RFI values [4,8,9,10]. This optimization approach necessitates methods to compare the RFIs obtained from the alternative models based on fewer data to the RFIs obtained from the models with full data (i.e., ‘gold standard’ models). The list of measures utilized in the scientific literature for these comparisons is impressive: Spearman’s correlation, Pearson’s correlation (phenotypic correlation), the concordance correlation coefficient, genetic correlation, the coefficient of determination, comparison of regression coefficients, (phenotypic) variance, and relative (phenotypic) variance [4,6,7,8,9,10,11,12]. Undoubtedly, these papers enhance the understanding of determining RFI efficiently but still reliably. However, few of them justify, in detail, the use of indices or present a priori thresholds for acceptable reliability of the RFIs based on the regression models utilizing fewer data.



The RFI of an individual animal is always in relation to the other animals used to fit the regression model from which the RFI is determined. Therefore, the rank of the individual animal has significant importance when breeding for high feed efficiency (low RFI; [4,8]. Accordingly, Spearman’s rank-order correlation coefficient ρ (and its estimate rs) is a logical index for comparing alternative RFIs (yi) to the gold-standard RFI (xi). On the other hand, the interpretation of rs is not easy, with the crucial question being what is the lowest acceptable value below 1 for rs? Scatterplots of ranks (yi on xi) may help to illustrate the situation, but do not quantify the transitions in rank in a straightforward way. An alternative to Spearman’s rank-order correlation coefficient is Kendall’s rank-order correlation coefficient τ (or more precisely, its estimate t), which is based on the number of concordant (or ‘agreement’) and discordant (or ‘disagreement’) pairs, i.e., ‘the difference between the probability that, in the observed data, X and Y are in the same order and the probability that the X and Y data are in different order’ [13]. For example, t = 0.90 means that 95% of the pair-wise orders of the animals remain the same (and 5% do not). This is also our a priori threshold for an acceptable t.



The main aim of our paper was to investigate and propose the use of Kendall’s correlation, and ‘the consistency of pair-wise ranks’ deduced from it, as an easy means to describe and concretize what rs between the alternative RFIs and gold-standard RFIs mean in practice, as we reduce the data used for calculating RFI step-by-step. In many RFI studies, experimental animals have been classified into low-, medium-, and high-RFI groups according to their RFI values, with equal numbers of animals in each of these groups. This ‘thirds approach’ is particularly common in studies on associations between RFI, physiology, and behavior of the animals [14,15,16]. Thus, our aim was also to demonstrate how the reduction of data affects this classification. We introduce ‘the consistency of the thirds’ to assess the consequences of this reduction. Here, we were particularly interested in the probability of the animals remaining in the lowest third (with the best feed efficiency), and our a priori threshold for an acceptable situation was 90%.




2. Materials and Methods


2.1. Animals, Management, Feeding and Measurements


Three experiments were conducted in the experimental cattle unit at the Natural Resources Institute Finland (Luke) in Ruukki (64°44′ N, 25°15′ E). In the experimental barn at Luke, the bulls were housed in an uninsulated barn in pens (10.0 m × 5.0 m; 5 bulls in each pen), providing 10.0 m2 per bull. The rear half of the pen area was a peat-bedded lying area, and the fore half was a feeding area with a solid concrete floor. The bulls had free access to water throughout the experiments. The animals were managed according to Finnish legislation regarding the use of animals in scientific experimentation.



The first experiment started in December 2017, the second in September 2018, and the third in November 2019. The experiments lasted 56, 56, and 63 days, respectively. The first experiment was conducted using 55 purebred Hereford (HF) and 55 purebred Charolais (CH) beef bulls. All animals were purchased from commercial herds. The bulls were born in spring, 2017, spent their first summer with their dams on pasture, and were moved to the experimental cattle unit at Luke on average at the age of seven months. The second experiment was conducted using 55 Holstein (HO) and 55 Nordic Red (NR) dairy bulls. All animals were purchased from local dairy farms at an average age of 21 d. From three weeks to six months of age, the animals were housed in an insulated barn and received milk replacer (until the age of 75 d), grass silage, and a commercial pelleted calf starter. The bulls were moved to the experimental cattle unit at Luke at the age of six months. The third experiment was conducted using 52 Aberdeen Angus (AA) and 52 Simmental (SI) beef bulls. All animals were purchased from commercial herds. The bulls were born in spring, 2019, spent their first summer with their dams on pasture, and moved to the experimental cattle unit at Luke at the age of approximately seven months.



During the experimental period, the bulls were fed total mixed rations (TMR) ad libitum (proportionate refusals of 5%). The rations were carried out using a mixer wagon (Trioliet BW, Oldenzaal, The Netherlands), produced every day and offered two times a day. In experiments 1 and 3, the diet of beef bulls included grass silage (GS) (600 g/kg DM), rolled barley grain (385 g/kg DM), and a mineral–vitamin mixture (15 g/kg DM). In experiment 2, the diet of dairy bulls included GS (500 g/kg DM), rolled barley grain (485 g/kg DM), and a mineral–vitamin mixture (15 g/kg DM). During the experiments, feed sub-samples were taken twice a week, pooled over periods of four weeks, and stored at −20 °C prior to analyses. Thawed samples were analyzed for DM, crude protein, and neutral detergent fiber as described by Huuskonen et al. [17]. The metabolizable energy and metabolizable protein concentrations were calculated according to Finnish Feed Tables [18]. The chemical compositions and feeding values of the TMR used in the experiments are presented in Table 1.



A GrowSafe feed intake system (model 4000E; GrowSafe Systems Ltd., Airdrie, AB, Canada; see validation studies, e.g., [19,20]) was used to record the individual daily feed intake so that each pen contained two GrowSafe feeder nodes. Before the start of the experiments, each feeder node was calibrated with standard weights. In addition, it was monitored daily during the experiments that the measuring equipment showed zero when the feeder node was empty. The animals were weighed using a TruTest scale (model EziWeigh7i, Allied Farmers, Auckland, New Zealand) in experiments 2 and 3 at the beginning of the experiment and, thereafter, approximately every 7 days until the end of the experiment and, in experiment 1, at the beginning, middle, and end of the experiment. Before the start of each weighing session, the weighing equipment was calibrated with standard weights.



The average DMI, MMBW, and ADG were calculated for the entire experimental period (all experiments; ‘gold standard’, S1, in experiments 2 and 3) and for the data subsets with fewer data (shorter period and/or fewer weighing times) in experiments 2 and 3 (standards 2–15, S2–15, Table 2 and Table 3). The daily feed intake of each animal was converted to the daily DMI based on the dietary DM content. The average DMI for each standard was calculated based on the daily DMI and the number of days in each period. The average ADG was calculated as the slope of the linear regression of weight for time (days) (i.e., the growth curve). The mid-test BW was determined from the growth curve and increased to the power of 0.75 to obtain the MMBW. For experiment 3, 10 out of the 104 DMI measurements for the first week were missing. This was accounted for by imputing values using a linear model with the animals in the second and third week feeding as covariates.



Ultrasound measurements were taken at the beginning and end of the test period in experiments 2 and 3 and only at the end of the test period in experiment 1. BF (mm) and LM (cm2) were measured at the 1st lumbar vertebrae as described by Huuskonen and Pesonen [21] with a Pie 200 SLC scanner (FPS 8; DFR 2–4 inches) equipped with the QUIP (Quality Ultrasound Indexing Program) software (Version 2.6) and an ASP-18 transducer (3.5 MHz) without a stand-off pad. The average age and live weight at the beginning of the experiment, ADG, average DMI, and MMBW of the experiments, live weight at the end of the experiment, and ultrasound measurements at the beginning (experiments 2 and 3) and end (all experiments) of the experiments are given in Table 4.




2.2. Modelling and Comparing RFI Values


RFI modelling was performed in three steps: (i) Models with the full test period and all times weighed included (all experiments), (ii) models with the full test period and all times weighed included and adjusted for the BF and LM (all experiments), (iii) and models with a shortened test period and/or reduced number of times weighed.



In the first step, RFI for the animal i was modeled using a linear model


    DMI  i  =  β 0  +  β 1    ADG  i  +  β 2    MMBW  i  +  ε i   



(1)




where DMI is the dry matter intake (kg/d), ADG is the average daily growth (kg/d), MMBW is the mid-test metabolic body weight (kg), and εi is the error term, which is for the fitting assumed to be independent and normally distributed. For experiment 1, all 110 animals were included in the fit. For experiment 2, two of the 110 animals were removed as significant outliers. For experiment 3, 4 of the 104 animals were removed. Removing the outliers improved the R2 values of the fits from 0.26 to 0.42 for experiment 2 and from 0.46 to 0.63 for experiment 3. In experiment 2, the two outliers were NR bulls with one having an exceptionally high average DMI of 13.3 kg/d over the experiment, while the other outlier had one of the lowest DMI values at 5.4 kg/d while simultaneously being in the highest quartile of MMBW. The ADG values for the two outliers did not significantly deviate from the average. For experiment 3, the four outliers were AA bulls with one outlier having the lowest average DMI by far at 5.3 kg/d (the second lowest had 6.5 kg/d) while the three other outliers had DMI intake values in the lower quartile, varying between 6.6 and 7.0 kg/d, while having MMBW values in the upper quartile between 91 kg and 97 kg. As in experiment 2, the outliers had rather average ADG values. As a safety measure, the analysis was also run with complete data and the conclusions did not change.



In the second step, the benefit of including BF and LM in the model was assessed by comparing models with one of these or both as additional predictors. For all three experiments, models with BF and LM measured at the end of the experiment were fitted. For experiments 2 and 3, corresponding measurements were also taken at the beginning of the experiment. For these two datasets, the models were also fitted with the average of the start and end values. The quality of the fit was compared using the Akaike Information Criterion (AIC) and an adjusted R2 value calculated using the formula


   R  a d j  2  = 1 −  (  1 −  R 2   )    n − 1   n − p − 1   ,  



(2)




where n is the number of observations and p is the number of parameters in the model. After these predetermined comparisons, we also explored models with BF and/or LM measured at the beginning of the experiment as well as using the change in these quantities as predictors. These models turned out not to improve the fit (see Results and Discussion). The need to control for cattle breed was explored by performing permutation tests (a non-parametric test was chosen due to the non-normality of the RFI values of experiment 1) on the RFI distributions of the two breeds in each experiment. For all three experiments, p-values exceeding 0.8 were obtained, which was strong evidence that there was no need to treat the breeds separately.



Since the BF and LM did not result in improving the model fit in a remarkable way (see Results and Discussion), in the third step, comparisons between standards using the different number of times the animals were weighed and/or different durations of the test periods were carried out using the model in Equation (1). The comparisons were carried out with the data of experiments 2 and 3 using 15 different standards (i.e., data subsets) denoted by S1, S2, …, and S15 (Table 2 and Table 3). The S1 was the ‘gold standard’ with all available measurements. The S2 and S3 had the same duration for the feed intake measurements as S1 but some of the weighing measurements were left out. In S4–S11, the test period was shortened from the beginning or the end of the test period in approximately one-week steps. Standards S12–S15 were shortened by three weeks as compared to S1. In order to ensure a logical numbering system S1–S15, S6 corresponded to S12, and S10 corresponded to S13. The total length of the test period differed between the two experiments, 56 and 63 days in experiments 2 and 3, respectively. Consequently, the number of days between weighing was not exactly the same in the two experiments.



When comparing measurement standards, the quantity of interest was the ranking of the animals by RFI εi with respect to the gold-standard S1, i.e., using the full dataset. Comparisons were carried out in three ways: By calculating two rank-order correlations, Spearman’s correlations, and Kendall’s correlations between the S1 residuals and S2–S15 residuals, and by comparing the transition probabilities between the upper, middle, and lower thirds. The transition probabilities between the thirds were calculated by taking 105 re-samplings (also known as bootstrap samples [22]) of the animals with a replacement and making fits for S1–S15 for each sample. A small random term was used, so that the resampling would not result in equal ranks, which would make the determination of the thirds problematic. The transition probabilities    P  X Y     were then calculated as the average fraction of animals that were in the third X in S1 and third Y in the comparative standard.



All models and comparisons were performed using the statistical software R [23].





3. Results


3.1. Additional Covariates


The AIC and adjusted R2 values are presented in Figure 1 for the three experiments. The estimates, standard errors, and p-values for the model with BF and LM at the end of the experiment are given in Table 5. For experiments 1 and 3, the best-fitting model based on adjusted R2 and AIC values is the simplest model without the BF and LM. The adjusted R2 values for these two datasets varied between 0.61 and 0.63. For experiment 2, the models with the LM (either at the end or the average of the beginning and end values) fitted slightly better, with adjusted R2 values of 0.44, compared to 0.42 of the model with only the MMBW and ADG as covariates. However, the p-value of the LM term was 0.02–0.04 in the two alternative models without the BF term, which is not strong evidence given that the models were fitted to three distinct datasets. A simple Bonferroni correction, without even considering the multiple parameters in the model, [24] to the p-values would result in an adjusted p-value of 0.06–0.12, i.e., the result is not statistically significant after adjusting for the three separate fits.




3.2. Reducing the Number of Times Weighed or the Duration of the Test Period


The regression coefficients, standard errors, p-values, and R2 values are given for experiment 2 in Table 6 and experiment 3 in Table 7. For experiment 2, the estimates and R2 values are not meaningfully different (R2: 0.41–0.42) for S1, S2, and S3, which have the same observation period but differ in the number of times the animals were weighed. Standards S4–S15 show some notable deviations in the estimates, with S6/12, S7, and S11 standing out with their low R2 values (R2: 0.30–0.34) as compared to S1. Experiment 3 tells a similar story, with the results for S1, S2, and S3 being consistent (R2 = 0.62–0.63) but S4–S15 deviating more either with respect to the estimates or the R2 value. In particular, S7, S8, S11, and S15 stand out with their relatively low R2 values (0.40–0.50).



The results comparing the RFI values (i.e., the residuals of these models) using Spearman’s and Kendall’s correlations are given in Table 8. The standards S1, S2, and S3 are closest to each other in terms of Spearman’s correlation estimate rs and Kendall’s correlation estimate t, with values pf rs = 0.98–0.99 and t = 0.89–0.91 for S1 vs. S2, and rs = 0.97–0.98 and t = 0.86–0.88 for S1 vs. S3. For other standards, Spearman’s correlation is below 0.9 and Kendall’s correlation is below 0.8, which can be chosen as (somewhat arbitrary) numerical limits, in at least one of the experiments. While choosing a numerical limit for Spearman’s correlation is difficult because the values are not intuitive, the choice of 0.8 as a limit for Kendall’s correlation is easier to argue. For example, Kendall’s t of 0.8 would correspond to a situation where our ranking of two cows works 90% of the time and 10% of the time it fails. For experiment 2, the worst performers as measured by t were S7, S9, and S11 with t < 0.65, and for experiment 3, were S4 and S7 with t < 0.5. For experiment 2, which was the slightly shorter experiment, even the worst standards had correlations of rs = 0.78 or t = 0.60 with the golden-standard RFIs, while for experiment 3, the values were as low as rs = 0.60 or t = 0.43.



The probabilities of transitions between the thirds are presented in Supplementary Materials (Tables S1 and S2). The probability that an individual animal remained in the same third as in S1, i.e., ‘the consistency of the thirds’, was 89–95% (the lowest third), 81–87% (the middle third), and 89–92% (the highest third) for S2 and S3, whereas the corresponding probabilities for S4–15 were 53–91%, 26–83%, and 57–93%, respectively. It is worth noting that if S9 of experiment 3 is ignored, these ranges are 53–84%, 26–72%, and 57–88%. Note that these probabilities are constantly lower for the middle third than for the lower and upper thirds, since only the middle third can ‘leak’ in both directions.





4. Discussion


4.1. Additional Covariates


Based on the used model comparisons, the ultrasound measurements of the BF and LM did not improve the prediction of DMI for young bulls when the body weight and average daily growth were controlled for. It is also possible that genetic factors related to RFI could manifest themselves through muscle size and fat composition, in which case controlling for these factors would be fundamentally problematic.



However, in this case, we would have expected the MMBW and ADG to drastically decrease in statistical significance if mediating the BF and LM were controlled for, which we did not observe. Thus, including such factors does not seem counterproductive, yet the benefits are marginal. This is in contrast to numerous other studies that have concluded that including either the BF or LM, or both, improves the prediction of the DMI [3,25,26,27,28,29,30,31]. It is beyond the scope of the present paper to discuss the possible reasons for this discordance. Instead, the main meaning of our finding is that we can neglect the BF or LM while evaluating the effects of reducing the number of times the animals are weighed or shortening the duration of the test period on the reliability of RFI results.




4.2. Reducing the Number of Times Weighed or the Duration of the Test Period


The results of all three methods, the regression equation approach, the rank correlation co-efficient approach, and the ‘consistency of the thirds’ approach, show that shortening the duration of the test period led to unreliable results, whereas reducing the number of times the animals were weighed within the full period had only minor effects on reliability. In fact, we stretch our a priori acceptability thresholds slightly here, since none of our results, not for S2 nor S3, met our original thresholds fully for Kendall’s correlation (t = 0.90) and the probability of an individual remaining in the lowest third (90%) in all experiments. In experiment 2, these values were 0.89 and 92%, and 0.91 and 89% for S2 and S3, respectively. The corresponding values in experiment 3 were 0.91 and 95% (the only case fully meeting our a priori criterion), and 0.88 and 94% for S2 and S3, respectively. However, for all the cases, at least one of the two criteria was fulfilled.



When the duration of the test periods used in this study was shortened, it reduced the reliability of the RFI. The results support earlier studies aiming at optimizing the RFI test period duration in the sense that shortening the test period too much below 8–9 weeks seems to reduce the reliability of the RFI results [7,9]. Typically, longer periods are recommended, e.g., [32] 10–12 w, [11] 12 w, and [10] 10 w. Additionally, different durations for DMI and BW (or ADG) measurements have been suggested as a way to optimize RFI measurements, e.g., [4]. We kept the test period duration the same for both DMI and ADG but optimized the workload by reducing the number of times the animals were weighed within the test period. We observed that weekly weighing was not required, but even weighing the animals only every fourth week in the test period can suffice. Less frequent weighing means less stress to the animals and less work.



To the best of our knowledge, there are no earlier beef cattle studies where t would have been utilized to assess the reliability of RFI measurements with reduced data. Instead, rs has been used widely. Either rs = 0.90 [9] or 0.95 [4,7,10,11] has been regarded as the threshold for acceptable reliability. Gilpin [33] presents a tau-to-rho conversion formula (and tables) for meta-analytic purposes, i.e., for obtaining approximate rs values if one knows the t values only. The accuracy of the approximation is best for large samples from bivariate normal populations. According to the conversion table presented by Gilpin [33], the acceptance limits of 0.90 and 0.95 for rs correspond to t-values 0.73 and 0.81, respectively. Thus, our threshold for sufficient reliability (t = 0.90) was more stringent than in the earlier studies.



Kendall’s tau is calculated as (C-D)/(C-D), where C is the number of concordant pairs (the order of two animals in the rank is the same in the alternative dataset as in the gold standard dataset) and D is the number of discordant pairs (the order of two animals is reversed compared to the gold standard) when all animal pairs are compared [13]. If the number of animals is N, the total number of comparisons is N × (N − 1)/2. With little arithmetic, one can see that tau can be converted to a percentage of C (C%) with simple formulae C% = tau × 50 + 50. C%, in turn, can be interpreted as the probability of obtaining the same rank between any two animals with the alternative method as compared to the gold standard, or ‘the consistency of rank’. We argue that this probability presentation is easier to comprehend than the commonly used rs, and, for example, rs = 0.90 corresponds to C% = 87% and rs = 0.95 to C% = 91%.



It is worth noting that earlier RFI papers [4,7,9,10,11] did not use rs as the only criteria for assessing acceptable reliability. In addition, the thresholds can be also situation specific and benefit from an inspection of the data in more detail in a way that better considers the specific aims of measuring RFI in a certain situation. This is illustrated nicely by Castilhos et al. [11] who showed that shortening the test period from 122 d to 84 d (rs = 0.954) led to only one out of eleven animals losing their ‘Elite classification’ status, whereas shortening the period to 54 d (rs = 0.879) resulted in four animals losing this status. In fact, the approach presented by Castilhos et al. [11] resembles our ‘consistency of the thirds’ approach, since our approach could be extended to use any quantiles suited best to a specific situation. Finally, the ‘consistency of the thirds’ approach also gives a simple probability that is easy to interpret while assessing the reliability of the alternative methods as compared to the gold standard.





5. Conclusions


We studied the optimization of RFI measurements in beef cattle, and the ways to assess the effects of optimization on the reliability of the results. The results showed that if an automatic system for measuring individual feed consumption is used, the workload required for RFI measurements can be most effectively reduced by reducing the number of times the animals are weighed but keeping the duration of the test period long enough. The reliability of the results is not greatly affected, although the weighing interval is reduced from one week to four weeks. Our results confirmed the earlier findings that shortening the duration of the test period much below 8–9 weeks reduces the reliability of the RFI measurements markedly.



We introduce two easily understandable probability measures for assessing the reliability of RFI. ‘The consistency of the pair-wise ranks’ is based on first calculating Kendall’s tau and converting it to the probability that the rank of any two animals compared remains the same when the amount of data for determining RFI is reduced (or optimized). ‘The consistency of the thirds’, in turn, gives the probabilities that an individual animal will remain in the same, i.e., the lowest, middle, or highest, third of animals when reduced data are used compared to the situation when the full dataset is used. A similar consistency can be calculated using any other quantiles than terciles.
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The following supporting information can be downloaded at: https://www.mdpi.com/article/10.3390/ruminants2040028/s1. Table S1: The transition matrix between lowest, middle, and highest thirds in residual eating derived from experiment 2. The percentage of transitions between the thirds has been calculated using a non-parametric bootstrap approach to obtain realistic estimates for the transitions between the lowest and highest thirds, which were not observed for most measurement standards in the experiment. Table S2: The transition matrix between lowest, middle, and highest thirds in residual eating derived from experiment 3. The percentage of transitions between the thirds has been calculated using non-parametric bootstrap approach to obtain realistic estimates for the transitions between the lowest and highest thirds, which were not observed for most measurement standards in the experiment.
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Figure 1. The adjusted R2 values and the Akaike Information Criterion (AIC) for the fitted models with mid-test metabolic body weight (MMBW, kg) and average daily gain (ADG, kg/d), and models where various combinations of the sub-cutaneous back fat thickness (BF, mm) and the cross-sectional area of longissimus dorsi muscle (LM, cm2) are included. END refers to measurement at the end of the experimental period and AVG to an average of measurements at the end and beginning of the experimental period. 
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Table 1. Chemical compositions and feeding values of the total mixed rations used in experiments 1, 2, and 3.
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	Variable
	Experiment 1
	Experiment 2
	Experiment 3





	Dry matter (DM), g/kg
	413
	438
	578



	Crude protein, g/kg DM
	123
	118
	120



	Neutral detergent fiber, g/kg DM
	404
	351
	423



	Metabolizable energy, MJ/kg DM
	11.8
	11.5
	11.1



	Metabolizable protein, g/kg DM
	86
	85
	82
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Table 2. Timeline and comparisons of the standards (or data subsets) (S1–15) of experiment 2 with dairy breed bulls (55 Holstein and 55 Nordic Red dairy bulls). Standards S1–15 varied in terms of the duration of test periods (d) and the number of times the animals were weighed (W). Note that in the description of the standards, D refers to the total duration of the test period for standards S1–15 and d refers to the order of the days in S1. Start day of the experiment (d 1) was the day when feed intake measurements were initiated. The grey shading indicates the periods from which the daily dry matter intake data were used. The numbers in the cells of each data subset indicate the weighing days for that test period.
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Timeline of Experiment 2




	
Period or Week

	
1

	
2

	
3

	
4

	
5

	
6

	
7

	
8

	
End






	
Period start date

	
26 Sep

	
2 Oct

	
9 Oct

	
16 Oct

	
23 Oct

	
30 Oct

	
6 Nov

	
13 Nov

	
20 Nov




	
Period end date

	
1 Oct

	
8 Oct

	
15 Oct

	
22 Oct

	
29 Oct

	
5 Nov

	
12 Nov

	
19 Nov

	
-




	
Period length, days (d)

	
6

	
7

	
7

	
7

	
7

	
7

	
7

	
7

	
-




	
Weighing days

	
1

	
7

	
14

	
21

	
28

	
35

	
42

	
49

	
56




	
Comparisons




	
S1 = Gold standard 1

	




	
S1: D 55 (d 1–55) W9

	
1

	
7

	
14

	
21

	
28

	
35

	
42

	
49

	
56




	
S2: D 55 (d 1–55) W5

	
1

	

	
14

	

	
28

	

	
42

	

	
56




	
S3: D 55 (d 1–55) W3

	
1

	

	

	

	
28

	

	

	

	
56




	
S4: D 49 (d 7–55) W8

	

	
7

	
14

	
21

	
28

	
35

	
42

	
49

	
56




	
S5: D 42 (d 14–55) W7

	

	

	
14

	
21

	
28

	
35

	
42

	
49

	
56




	
S6: D 35 (d 21–55) W6 2

	

	

	

	
21

	
28

	
35

	
42

	
49

	
56




	
S7: D 28 (d 28–55) W5

	

	

	

	

	
28

	
35

	
42

	
49

	
56




	
S8: D 48 (d 1–48) W8

	
1

	
7

	
14

	
21

	
28

	
35

	
42

	
49

	




	
S9: D 41 (d 1–41) W7

	
1

	
7

	
14

	
21

	
28

	
35

	
42

	

	




	
S10: D 34 (d 1–34) W6 3

	
1

	
7

	
14

	
21

	
28

	
35

	

	

	




	
S11: D 27 (d 1–27) W5

	
1

	
7

	
14

	
21

	
28

	

	

	

	




	
S12: D 35 (d 21–55) W6 2

	

	

	

	
21

	
28

	
35

	
42

	
49

	
56




	
S13: D 34 (d 1–34) W6 3

	
1

	
7

	
14

	
21

	
28

	
35

	

	

	




	
S14: D 35 (d 14–48) W6

	

	

	
14

	
21

	
28

	
35

	
42

	
49

	




	
S15: D 35 (d 7–41) W6

	

	
7

	
14

	
21

	
28

	
35

	
42

	

	








1 Comprises all available measurements. 2 S6 = S12. 3 S10 = S13. The grey shading for indicating the periods from which the daily dry matter intake data were used.
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Table 3. Timeline and comparisons of the standards (or data subsets) (S1–15) of experiment 3 with beef breed bulls (52 Aberdeen Angus and 52 Simmental). Standards S1–15 varied in terms of the duration of test periods (d) and the number of times the animals were weighed (W). Note that in the description of the standards, D refers to the total duration of the test period for standards S1–15 and d refers to the order of the days in S1. Start day of the experiment (d 1) was the day when feed intake measurements were initiated. The grey shading indicates the periods from which the daily dry matter intake data were used. The numbers in the cells of each data subset indicate the weighing days for that test period.
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Timeline of Experiment 3




	
Period, Week

	
1

	
2

	
3

	
4

	
5

	
6

	
7

	
8

	
9

	
End






	
Period start date

	
13 Nov

	
20 Nov

	
26 Nov

	
3 Dec

	
10 Dec

	
17 Dec

	
23 Dec

	
31 Dec

	
7 Jan

	
14 Jan




	
Period end date

	
19 Nov

	
25 Nov

	
2 Dec

	
9 Dec

	
16 Dec

	
22 Dec

	
30 Dec

	
6 Jan

	
13 Jan

	
-




	
Period length, day (d)

	
7

	
6

	
7

	
7

	
7

	
6

	
8

	
7

	
7

	
-




	
Weighing days

	
1

	
8

	
14

	
21

	
28

	
35

	
41

	
49

	
56

	
63




	
Comparisons




	
S1 = Gold standard 1

	




	
S1: D 62 (d 1–62) W10

	
1

	
8

	
14

	
21

	
28

	
35

	
41

	
49

	
56

	
63




	
S2: D 62 (d 1–62) W5

	
1

	

	
14

	

	
28

	

	
41

	

	

	
63




	
S3: D 62 (d 1–62) W3

	
1

	

	

	

	
28

	

	

	

	

	
63




	
S4: D55 (d 8–62) W9

	

	
8

	
14

	
21

	
28

	
35

	
41

	
49

	
56

	
63




	
S5: D 49 (d 14–62) W8

	

	

	
14

	
21

	
28

	
35

	
41

	
49

	
56

	
63




	
S6: D 42 (d 21–62) W7 2

	

	

	

	
21

	
28

	
35

	
41

	
49

	
56

	
63




	
S7: D 35 (d 28–62) W6

	

	

	

	

	
28

	
35

	
41

	
49

	
56

	
63




	
S8: D 55(d 1–55) W9

	
1

	
8

	
14

	
21

	
28

	
35

	
41

	
49

	
56

	




	
S9: D 48(d 1–48) W8

	
1

	
8

	
14

	
21

	
28

	
35

	
41

	
49

	

	




	
S10: D 40 (d 1–40) W7 3

	
1

	
8

	
14

	
21

	
28

	
35

	
41

	

	

	




	
S11: D 34 (d 1–34) W6

	
1

	
8

	
14

	
21

	
28

	
35

	

	

	

	




	
S12: D 42 (d 21–62) W7 2

	

	

	

	
21

	
28

	
35

	
41

	
49

	
56

	
63




	
S13: D 40 (d 1–40) W7 3

	
1

	
8

	
14

	
21

	
28

	
35

	
41

	

	

	




	
S14: D 42 (d 14–55) W7

	

	

	
14

	
21

	
28

	
35

	
41

	
49

	
56

	




	
S15: D 41 (d 8–48) W7

	

	
8

	
14

	
21

	
28

	
35

	
41

	
49

	

	








1 Comprises all available measurements. 2 S6 = S12. 3 S10 = S13. The grey shading for indicating the periods from which the daily dry matter intake data were used.
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Table 4. Age, live weight, ultrasound traits, growth, dry matter intake, and metabolic body weight of the bulls in three experiments.
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Experiment 1

	
Experiment 2

	
Experiment 3




	

	
Mean

	
SD 1

	
Min

	
Max

	
Mean

	
SD

	
Min

	
Max

	
Mean

	
SD

	
Min

	
Max






	
At the beginning of the experiment

	

	

	

	

	

	

	

	

	

	

	

	




	
Age, d

	
230

	
17

	
164

	
265

	
188

	
7

	
176

	
218

	
204

	
18

	
164

	
261




	
Live weight, kg

	
325

	
55

	
198

	
486

	
265

	
24

	
215

	
341

	
347

	
56

	
235

	
548




	
Ultrasound backfat, mm

	

	

	

	

	
1.56

	
0.47

	
0.63

	
3.95

	
2.57

	
0.53

	
1.31

	
3.92




	
Ultrasound ribeye area, cm2

	

	

	

	

	
44

	
5

	
30

	
57

	
56

	
9

	
35

	
83




	
At the end of the experiment

	

	

	

	

	

	

	

	

	

	

	

	




	
Live weight, kg

	
396

	
59

	
264

	
584

	
328

	
27

	
267

	
398

	
432

	
61

	
310

	
644




	
Ultrasound backfat, mm

	
3.20

	
1.06

	
1.61

	
6.28

	
1.49

	
0.37

	
0.67

	
2.96

	
3.39

	
0.77

	
1.96

	
5.57




	
Ultrasound ribeye area, cm2

	
60

	
10

	
39

	
82

	
48

	
5

	
33

	
61

	
68

	
9

	
44

	
87




	
Average during the test period

	

	

	

	

	

	

	

	

	

	

	

	




	
Daily gain, kg/d

	
1.23

	
0.21

	
0.73

	
1.72

	
1.13

	
0.18

	
0.61

	
1.61

	
1.34

	
0.21

	
0.94

	
2.06




	
Dry matter intake, kg/d

	
8.50

	
1.18

	
3.91

	
11.84

	
7.83

	
0.97

	
4.56

	
10.32

	
8.63

	
1.19

	
6.49

	
12.03




	
Metabolic body weight, kg

	
82

	
10

	
59

	
111

	
71

	
5

	
55

	
84

	
87

	
10

	
67

	
119








1 Standard deviation.
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Table 5. Estimates, standard errors (SE), and p-values for the regression coefficients with a full model including all measured variables. The sub-cutaneous back fat thickness (BF, mm) and cross-sectional area of longissimus dorsi muscle (LM, cm2) measurements are those measured at the end of the experiment since those values were available for all three experiments. For experiments 2 and 3, the model was also fitted using the average BF and LM values. The results were largely the same, except that the p-value of BF in experiment 2 was 0.04.






Table 5. Estimates, standard errors (SE), and p-values for the regression coefficients with a full model including all measured variables. The sub-cutaneous back fat thickness (BF, mm) and cross-sectional area of longissimus dorsi muscle (LM, cm2) measurements are those measured at the end of the experiment since those values were available for all three experiments. For experiments 2 and 3, the model was also fitted using the average BF and LM values. The results were largely the same, except that the p-value of BF in experiment 2 was 0.04.





	
Experiment

	
Coefficient

	
Estimate

	
SE

	
p-Value






	
1

	
(Intercept)

	
0.13

	
0.66

	
0.84




	
ADG 1

	
1.37

	
0.38

	
<0.001 ***




	
MMBW 2

	
0.084

	
0.013

	
<0.001 ***




	
LM

	
−0.003

	
0.013

	
0.84




	
BF

	
−0.034

	
0.071

	
0.64




	
2

	
(Intercept)

	
0.23

	
0.97

	
0.81




	
ADG

	
2.39

	
0.38

	
<0.001 ***




	
MMBW

	
0.078

	
0.016

	
<0.001 ***




	
LM

	
−0.037

	
0.016

	
0.02 *




	
BF

	
0.17

	
0.18

	
0.33




	
3

	
(Intercept)

	
−0.53

	
0.73

	
0.47




	
ADG

	
1.88

	
0.39

	
<0.001 ***




	
MMBW

	
0.071

	
0.013

	
<0.001 ***




	
LM

	
0.008

	
0.014

	
0.55




	
BF

	
−0.028

	
0.100

	
0.78








1 Average daily gain (kg/d). 2 Mid-test metabolic body weight (kg). *: p<0.05; ***: p<0.001.
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Table 6. Regression coefficients, their standard errors (SE), and the R2 value for different measurement standards (S1–15, see Table 2 for the details of the standards) based on the data from experiment 2.
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	S
	(Intercept)
	ADG 1
	MMBW 2
	SE (Intercept)
	SE (ADG)
	SE (MMBW)
	     R  2    -Value





	1
	0.010
	2.592
	0.069
	1.113
	0.442
	0.017
	0.42



	2
	−0.205
	2.707
	0.070
	1.127
	0.459
	0.017
	0.42



	3
	0.027
	2.671
	0.067
	1.137
	0.451
	0.017
	0.41



	4
	−0.332
	2.362
	0.079
	1.161
	0.446
	0.017
	0.39



	5
	−0.673
	2.238
	0.088
	1.228
	0.432
	0.017
	0.37



	6/12
	−0.230
	2.012
	0.087
	1.302
	0.414
	0.018
	0.32



	7
	−0.109
	1.753
	0.092
	1.345
	0.348
	0.018
	0.30



	8
	0.252
	2.297
	0.072
	1.045
	0.373
	0.016
	0.45



	9
	0.692
	2.422
	0.064
	1.160
	0.408
	0.018
	0.41



	10/13
	0.922
	1.850
	0.069
	1.016
	0.299
	0.016
	0.46



	11
	0.593
	1.499
	0.078
	1.221
	0.318
	0.019
	0.34



	14
	−0.601
	2.136
	0.091
	1.209
	0.379
	0.017
	0.39



	15
	0.041
	2.105
	0.080
	1.147
	0.379
	0.017
	0.41







1 Average daily gain (kg/d). 2 Mid-test metabolic body weight (kg).
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Table 7. Regression coefficients, their standard errors (SE), and the R2 value for different measurement standards (S1–15, see Table 3 for the details of the standards) based on the data from experiment 3.
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	S
	(Intercept)
	ADG 1
	MMBW 2
	SE (Intercept)
	SE (ADG)
	SE (MMBW)
	     R  2    -Value





	1
	−0.515
	1.841
	0.077
	0.714
	0.380
	0.008
	0.63



	2
	−0.204
	1.678
	0.076
	0.712
	0.384
	0.009
	0.62



	3
	−0.131
	1.699
	0.074
	0.708
	0.373
	0.009
	0.62



	4
	−1.591
	2.574
	0.079
	0.963
	0.493
	0.011
	0.55



	5
	−0.365
	2.045
	0.074
	0.705
	0.373
	0.009
	0.64



	6/12
	−0.163
	2.354
	0.067
	0.788
	0.389
	0.010
	0.60



	7
	0.408
	1.688
	0.074
	1.072
	0.474
	0.013
	0.40



	8
	−0.491
	1.555
	0.081
	0.928
	0.455
	0.010
	0.50



	9
	−0.435
	1.467
	0.083
	0.714
	0.330
	0.008
	0.62



	10/13
	−0.068
	1.227
	0.082
	0.808
	0.338
	0.009
	0.53



	11
	−0.277
	0.796
	0.090
	0.942
	0.366
	0.011
	0.46



	14
	−0.362
	1.591
	0.082
	0.812
	0.396
	0.009
	0.56



	15
	−0.797
	1.495
	0.088
	0.948
	0.398
	0.011
	0.50







1 Average daily gain (kg/d). 2 Mid-test metabolic body weight (kg).
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Table 8. Spearman’s and Kendall’s correlation coefficients between the gold standard (S1) and the other standards (S2–15, see Table 2 and Table 3 for the details of the standards).






Table 8. Spearman’s and Kendall’s correlation coefficients between the gold standard (S1) and the other standards (S2–15, see Table 2 and Table 3 for the details of the standards).





	Standard
	   Spearman ’ s    r s    

(Experiment 2)
	   Spearman ’ s    r s    

(Experiment 3)
	Kendall’s   t  

(Experiment 2)
	Kendall’s   t  

(Experiment 3)





	2
	0.98
	0.99
	0.89
	0.91



	3
	0.97
	0.98
	0.86
	0.88



	4
	0.90
	0.63
	0.75
	0.49



	5
	0.87
	0.95
	0.68
	0.82



	6/12
	0.84
	0.74
	0.65
	0.56



	7
	0.79
	0.60
	0.60
	0.43



	8
	0.91
	0.67
	0.76
	0.51



	9
	0.78
	0.98
	0.62
	0.88



	10/13
	0.84
	0.86
	0.66
	0.67



	11
	0.82
	0.82
	0.63
	0.64



	14
	0.88
	0.82
	0.70
	0.63



	15
	0.86
	0.65
	0.68
	0.50
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