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Abstract: 5G networks have been experiencing challenges in handling the heterogeneity and influx of
user requests brought upon by the constant emergence of various services. As such, network slicing is
considered one of the critical technologies for improving the performance of 5G networks. This tech-
nology has shown great potential for enhancing network scalability and dynamic service provisioning
through the effective allocation of network resources. This paper presents a Deep Reinforcement
Learning-based network slicing scheme to improve resource allocation in 5G networks. First, a
Contextual Bandit model for the network slicing process is created, and then a Deep Reinforcement
Learning-based network slicing agent (NSA) is developed. The agent’s goal is to maximize every
action’s reward by considering the current network state and resource utilization. Additionally, we
utilize network theory concepts and methods for node selection, ranking, and mapping. Extensive
simulation has been performed to show that the proposed scheme can achieve higher action rewards,
resource efficiency, and network throughput compared to other algorithms.

Keywords: 5G; network slicing; network theory; deep reinforcement learning; contextual bandits

1. Introduction

In recent years, the fifth generation of communication networks, or simply 5G, has
been continuously reshaping the ICT landscape. Along with the advent of 5G and beyond
technologies, many services have also emerged, including augmented and virtual reality,
vehicle-to-everything communications, e-health, and smart homes. Due to this diversity of
existing services, the International Telecommunication Union (ITU) has identified three ma-
jor usage scenarios for 5G services, namely: Ultra-Reliable Low Latency Communications
(uRLLC), Enhanced Mobile Broadband (eMBB), and Massive Machine Type Communica-
tions (mMTC) [1]. Each of these usage scenarios has specific requirements that distinguish
the types of resources allocated for each service request. To be specific, adaptive and
on-demand resource provisioning methods based on varying service request types are
needed to meet user needs [2]. Moreover, it is essential to meet the various requirements of
these services to provide end-users with the best quality of service (QoS) possible.

One of the critical technologies on 5G and beyond systems is network slicing (NS) [3].
NS refers to creating multiple virtual networks within a 5G physical infrastructure to
constitute a physical network. This technology is made possible by Software-Defined
Networking (SDN) [4] and Network Function Virtualization (NFV) [5]. Moreover, each
slice in the network has certain network functions tailored to the different services required
by users. A classification of these slices includes service, resource, and deployment-driven
NS solutions [6]. Moreover, creating slices for specific services within the physical network
also ensures that network resources are efficiently utilized or allocated throughout the
system. Likewise, NScan be broken down into three major processes: slice creation, slice
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isolation, and slice management [7]. This categorization of NS processes is further expanded
into slice monitoring, slice mapping, and slice provisioning, as discussed in [8].

Recently, NS has become the subject of most research related to 5G networks, as it can
improve service delivery and QoS. For example, the work in [9] studied the management
and allocation of radio access networks (RAN) resources focusing on its impact on uRLLC
and eMBB slices. The authors proposed an intelligent decision-making technique to manage
network traffic and allocate the required resources. The work in [10] enumerates several
factors that affect the implementation of network slices. These include resource allocation,
slice isolation, security, RAN virtualization, feature granularity, and end-to-end (E2E) slice
orchestration. Sohaib et al. presented the applications of machine learning (ML) and
artificial intelligence (AI) for NS solutions in [11]. Their paper listed various ML and
AI algorithms, and applications for different NS use-cases such as mobility prediction
and resource management. Reference [12] studied the challenges in slice admission and
management. The work investigated network revenue, QoS, inter-slice congestion, and slice
fairness and possible solutions through various slice admission strategies and optimization
techniques. Ye et al. [13] investigated how the NS process can improve E2E QoS in 5G
networks by proposing an NS framework through effective resource allocation. Two
scenarios, including (1) radio resource slicing for heterogeneous networks (HetNets) and
(2) bi-resource slicing for core networks, were investigated to evaluate the efficiency of the
proposed framework.

Recent studies have also applied the growing popularity of Deep Learning techniques
to NS scenarios. For example, in [14], a framework for NS called DeepSlice was developed
to classify incoming network service requests as either uRLLC, eMBB, or mMTC requests
using Deep Learning. Ideal network slices for slice requests are then provided based
on the classification results, with additional efficient resource allocation and network
traffic regulation. The same authors of DeepSlice have also presented Secure5G [15],
a Deep Learning-based framework designed for secure E2E-NS. This framework uses
Deep Learning to identify network security threats through an NS- as-a-service model.
Furthermore, Abbas et al. [16] proposed an intent-based NS (IBNSlicing) framework that
aims to manage RAN and core network resources by using Deep Learning effectively. The
framework focuses more on the process of slice orchestration, with the primary goal of
improving the data transfer rate.

To the best of our knowledge, resource allocation influences several ways, from service
provisioning to traffic or congestion management and ultimately to the QoS delivered by
the whole network. More importantly, there should be mechanisms for monitoring the
network’s state and current resource utilization to ensure that it handles all service requests
at any time. Moreover, handling these service requests should be service-oriented and
specific to each request’s requirements. Based on the information mentioned above, it is
evident that the efficient allocation of network resources through NS dramatically affects
the overall performance of 5G networks. Most of the works mentioned have presented
the issues and challenges regarding resource allocation in 5G networks. However, most
of these works have not thoroughly studied the potential of utilizing deep reinforcement
learning methods for NS and resource allocation. Furthermore, these works have not
investigated the effect of NS and resource allocation on the network’s resource efficiency
and throughput.

For these reasons, we propose a Deep Contextual Bandits-based approach to NS for
the improved resource allocation within a 5G network. Our work mainly focuses on the
E2E provision of network slices to maximize RE and throughput by implementing Deep
Reinforcement Learning and Network Theory. To be specific, the contributions of this work
are as follows:

1. A NS scenario is modeled as a Contextual Bandit problem, and an attempt is made to
solve such a problem using a Deep Reinforcement Learning approach. Moreover, a
network slicing agent (NSA) is developed and trained to perform slice creation for
each Network Slice Request (NSR). For each NSR sent to the network, the agent is
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trained to select the best possible network slice from options. Accordingly, the state of
the network determines the agent’s action and the reward it receives. Furthermore,
the proposed work uses the Upper Confidence Bound (UCB) strategy to solve the
exploration vs. exploitation dilemma in reinforcement learning, encouraging the
agent to balance exploration and exploitation, resulting in more options for each NSR.

2. Network theory is used to model the 5G network and its components. The modeling
process is done through a graph-based approach that includes mapping, attribute
definition, association, and path estimation of network nodes. The node degree and
betweenness centrality, which are essential values for identifying appropriate nodes,
are calculated for node selection. In addition, a link mapping method based on the
Edmonds–Karp method to calculate the maximum flow is proposed.

3. Network states are defined for the simulation as the basis for reward calculation. This
work also considers the network’s current computing capability, bandwidth, node
utilization, and the length of every candidate network slice as Reward Influencing
Factors (RIF). Additionally, weights are assigned to each RIF to determine how they
influence the reward for each action based on the current state of the network.

The remainder of this work is detailed as follows: Section 2 discusses related works
that have served as a basis for this study. Next, Section 3 presents the proposed NS approach
in detail. Section 4 then discusses the simulation scenario and results. Finally, Section 5
presents the conclusions and plans concerning this study.

2. Review of Related Works

Various works regarding resource allocation through 5G NS have been published in
recent years. Most of the examined works in this section have proposed novel solutions to
the resource allocation problem in NS. As such, they have served as an apparent motivation
for the formulation of the proposed scheme.

2.1. Resource Allocation in 5G Networks

The efficient allocation of network resources is critical in mobile communication
networks. Since the network receives many requests at a given time, it should be able
to handle these requests without compromising the provided QoS. Therefore, significant
efforts are being put into developing techniques for optimal resource allocation through NS.
The authors in [17] presented various resource allocation methods for different 5G network
scenarios. These include optimization, game theory, auction theory, and machine learning
methods. The study in [18] suggests that user assignment, network utility, and throughput
play an essential role in formulating resource allocation methods. Furthermore, in [19], the
authors emphasized optimal dynamic resource management and aggregation as crucial
components for effective resource allocation in 5G networks.

2.2. Network Slicing Solutions in 5G Networks

This section discusses the existing works focused on implementing NS solutions.
Guan et al. in [20] utilized complex network theory methods to develop a service-oriented
deployment approach to E2E-NS. In their work, NSRs are provisioned with slices by
selecting the network node with the most favorable node importance among all candidate
nodes at each time step. The importance of the node is calculated based on its degree
and centrality. In addition, the authors then perform shortest path estimation to map
all the selected nodes and create a network slice. Moreover, different slice provisioning
strategies have also been formulated for uRLLC, eMBB, and mMTC service requests.
Sciancalepore et al. designed a network slice brokering agent named ONETS [21]. The
primary goal of their work is the development of a slice admission framework based on
the multi-armed bandit problem. Such work has shown an increase in service request
acceptance and maximization of network multiplexing gains through rewards systems,
outperforming conventional existing reinforcement learning algorithms in the process.
In [22], Abidi et al. attempted to address a slice allocation problem brought about by a
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massive data influx in the network. They introduced a Glowworm Swarm-based Deer
Hunting Optimization Algorithm (GS-DHOA) to perform slicing classification. Based on
their results, the proposed method distinguished uRLLC, eMBB, and mMTC requests and
provided the necessary slices with great accuracy compared to other candidate algorithms
utilized in the simulations. The work in [23] proposed a NS strategy by implementing a
multi-criteria decision-making (MCDM) method. The authors used a slice provisioning
algorithm based on the VIKOR approach to solve a 5G core-network-slice-provisioning
problem (5G-CNSP). They also used complex network theory and a two-stage heuristic
approach. The MCDM process for node selection considered the computational capacity
and bandwidth of the nodes, as well as the local and global node topologies as decision
parameters. Based on their results, the authors concluded that the proposed slicing strategy
provides high RE and acceptance rate in high network traffic while addressing network
security requirements. Fossati et al. [24] proposed a multi-resource allocation protocol for
resource distribution on multiple network tenants. Their work proposed an optimization
framework named multi-resources network slicing or MURANES that is based on the
ordered weighted average (OWA) operator. The proposed solution considers the congestion
and demand for resources from tenants. Likewise, the authors formulated allocation rules
for single and multi-resource allocation scenarios. Results indicated that the proposed
framework could address the multi-resource allocation problem while considering traffic
support and heterogeneous congestion. The work in [25] introduced a prediction-assisted
adaptive network slice expansion algorithm utilizing the Holt–Winters (HW) prediction
method. The authors aimed to predict various changes occurring within the network
and then provide services through a VNF adaptive scaling strategy. Network slices were
proactively deployed based on NSRs received using network traffic rate and available
resource information as the main parameters. Moreover, implementing the proposed
approach resulted in lower energy consumption rates and slice deployment costs within
the network. Sun et al. in [25] developed a RAN slicing framework for 5G networks aimed
at maximizing bandwidth utilization and ensuring network QoS at the same time. Their
paper focused on slice admission for NSRs through a joint slice association and bandwidth
allocation approach. Slice admission policies for QoS optimization and user admissibility
were then formulated, which increased the number of served users with the improved
bandwidth consumption. Li et al. in [26] presented an application of Deep Q-Learning
with the E2E-NS. The proposed algorithm maximizes user access through RAN and core
network slices through dynamic resource allocation. Results of the simulations showed
that the proposed reinforcement learning approach yielded a higher number of user access
in both delays constrained and rate constrained slices. A summary of the related works is
provided in Table 1.

Table 1. A Summary of Related Work on Resource Allocation and Network Slicing.

Ref Objective Proposed Solution Performance Metrics

[14]

Optimal slice selection and prediction
for mobile devices and adaptive slice
assignments in the case of
network failures

A Deep Learning and machine
learning-based network slicing scheme
that analyzes and predicts network
traffic patterns for optimal
resource allocation

• Slice prediction accuracy
• Slice utilization
• Slice Failure

[15] Secure network slicing for user
equipment access

A neural network-based network
slicing model for proactive threat
detection and elimination

• Threat detection
accuracy

[16] Efficient slice management and
resource allocation for RAN and CN

An intent-based network slicing
framework for upper-level slice
configuration and orchestration

• Data rate
• Network throughput
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Table 1. Cont.

Ref Objective Proposed Solution Performance Metrics

[19]

Integration of Mobile Edge Computing
(MEC) for efficient allocation of idle 5G
mobile network resources in
urban settings

A MEC-based 5G network resource
allocation framework for aggregated
idle network resources

• Service rate (in terms of
served and blocked
requests)

[20] Service-oriented network E2E slice
mapping and deployment

A complex network theory-based slice
mapping and creation with slice
deployment policy formulation for
eMBB, mMTC, and uRLLC use-cases

• Resource efficiency
• Acceptance Ratio

[21]

Efficient online service
request-to-network slice brokering
while considering network
resource availability

A multi-armed bandit-based slice
brokering method for budgeted
resource lock-up for 5G
network tenants

• Cumulative agent
rewards

• Tenant selection ratio
• System utilization

distribution

[22] Efficient network slicing using machine
learning and AI techniques

A Deep Belief Network and Neural
Network-based network slice
classification scheme with Glowworm
Swarm-based parameter
weight optimization

• Learning percentage
• Accuracy
• Sensitivity
• Specificity
• Precision

[23] Implementation of MCDM-based node
ranking for effective slice provisioning

A VIKOR algorithm-based
core-network-slice-provisioning
approach to secure network slicing

• Acceptance ratio
• Revenue-to-cost ratio
• Node utilization

[24]
multi-resource allocation while
considering resource usage fairness and
system efficiency

A multi-resource allocation framework
based on the Ordered Weighted
Average (OWA) operator for resource
availability and user demand
information aggregation

• Resource utilization
• Fairness

[25] Efficient slice deployment through cost
and network energy reduction

A dynamic slice deployment through a
prediction-assisted adaptive network
slice algorithm using Holt–Winters
(HW) prediction

• Energy consumption
• Link utilization
• Total slicing cost

[26]
Service provisioning in RAN slices
while ensuring QoS and optimal
resource utilization

A unified RAN slice provisioning
framework for maximization of
bandwidth utilization with user
QoS guarantee

• UE admission rate
• Bandwidth consumption
• Algorithm running

time11

[27]

RAN and CN resource allocation
through E2E NS while considering
access rate and delay service
requirements

A proposed Deep Q-Network
algorithm for E2E wireless resource
allocation and service link mapping on
5G network slices

• E2E Access rate

3. Proposed Work

This section discusses the details of the proposed Deep Contextual Bandit-based
network slicing (DCB-NS) scheme. It starts with the presentation of the proposed system
architecture (Section 3.1), followed by the Network Slice Request Model (Section 3.2), the
discussion of the Node Selection and Slice Mapping Model (Section 3.3), and then the
specifics of the proposed scheme (Section 3.4).
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3.1. System Architecture

Figure 1 illustrates the system architecture of the proposed DCB-NS scheme. The
proposed architecture divides the 5G network model into access, transport, and core
networks. The main access point for users is through the access network. Next, the
transport nodes forward service requests to the core network. Then, all service requests in
the form of NSRs are processed in the core network, where the DCB-NS agent provisions
appropriate network slices.
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The proposed NS architecture consists of a set of physical nodes such as base sta-
tions, network switches, edge servers, and core computing servers n = {1, 2, . . . , N},
physical links l = {1, 2, . . . , L } which are either wired or wireless, and user equipments
u = {1, 2, . . . , U}. The network provides each node with a CPU computing capacity C.
On the other hand, the network links are provided with link capacity B, measured in the
allotted bandwidth per link. Lastly, the user equipments represent the devices (IoT devices,
smartphones, and autonomous vehicles) that access and send NSRs to the 5G network.

3.2. Network Slice Request Model

The NSR of user i at time t is represented as NSRi,t = NSRe ∪ NSRm ∪ NSRu

with eMBB, mMTC, and uRLLC slice requests denoted by NSRe, NSRm, and NSRu, re-
spectively. For each slice request NSRi,t, the user requests a specific amount of com-
puting capacity CNSR (number of CPU cores) and link capacity BNSR (MHz) from the
network based on the service or application they use. Additionally, each NSR includes
the number of nodes NNSR, a minimum transmission delay DNSR (milliseconds), the
number of physical links (either wired or wireless) LNSR, and the request lifetime TNSR
(seconds) as request parameters. For example, we denote the uRLLC NSR for a user Ui,t
as NSRu

i,t = (Cu
NSR, Bu

NSR, Nu
NSR, Du

NSR, Lu
NSR, Tu

NSR). Furthermore, based on this
model, the network will be able to identify the resources required by a user for each NSR
and handle such requests by allocating the necessary resources through a network slice.
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3.3. Node Selection and Slice Mapping Model

The node selection method is based on network theory [27,28] and uses node degree
and centrality values to select candidate nodes for NSRi,t. These parameters are chosen
to select the nodes with the optimal position in the network. Accordingly, the degree of
a node refers to the number of connections adjacent to other nodes in the network. Each
node n ∈ N has two degrees: an out-degree, which refers to the number of outgoing edges,

kin
i =

J

∑
j=0

ε j,i (1)

and an in-degree of the number of incoming edges onto n,

kout
i =

J

∑
j=0

εi,j (2)

where ε is equal to 1 if node i is directly connected to node j, and 0 if otherwise. The total
degree of a node is then calculated as,

I

∑
i=0

ki = kin
i + kout

i (3)

A centrality analysis is then performed for each node to determine its degree of
importance to the information flow in the network. In this study, the betweenness centrality
of the node is the chosen measure. We are interested in selecting candidate nodes based
on how frequently they are used for network information flow. As such, the betweenness
centrality of node i is estimated as,

β(ni) =
J

∑
j=1

gj(ni)

gj
(4)

where gj(ni) is the number of all paths passing through node ni, and gj is the sum of all the
shortest paths from nodes j to k.

The node’s viability ξ is then calculated using the values for
I

∑
i=0

ki and β(ni) as in

Equation (5),

ξ =
∑I

i=1 C(ni) ∗
(

∑LNSR
i=1 B(ni)

)
∑I

i=0 ki + β(ni)
(5)

where the node resource values
I

∑
i=1

C(ni) for computing capacity, and
LNSR
∑

i=1
B(ni) for the

total link capacity for all links of ni are considered. All ξ values are stored and arranged (in
descending order) in the node viability array (NVA) to be used later for candidate node
selection. Moreover, sorting from the highest value to the lowest means that nodes with
higher ξ values are given priority for candidate node selection (Algorithm 1).
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Algorithm 1. NSR Node Selection Method.

1: initialize kin
i , kout

i , β(ni),
I

∑
i=1

C(ni),
LNSR

∑
i=1

B(ni), and x values

2: for each node i with C(ni) > 0:

3: calculate node degree
I

∑
i=0

ki (Equation (3))

4: calculate node betweenness centrality β(ni) (Equation (4))
5: calculate node viability ξ value (Equation (5))
6: save ξ of node i to NVA
7: sort NVA values in descending order
8: for each NSRi,t:
9: input x value as the number of nodes to select from NVA
10: while x 6= 0:
11: retrieve ξx from NVA
12: return ξx and perform node mapping (Algorithm 2)

For the mapping of paths that interconnect network nodes, conventional approaches
use the shortest path methods [20,23,28] such as breadth-first search (BFS) and k-shortest
path algorithms. This study implements the maximum flow approach utilizing the
Edmonds–Karp method [29]. The network’s maximum flow indicates the amount of data
that can flow through the network’s connections at a given time. This approach calculates
the network’s flow by taking the sum of available bandwidth for all edges in the network.
Additionally, this process aims to find all feasible paths or augmenting paths ψ(nα, nΩ)
from source node nα to target node nΩ for every NSRi,t while considering the link capacity
of every edge in the network. Such an approach reduces the chances of congestion when
there is an influx of requests in the network. The nodes ranked in the NVA are used as
target nodes for the link mapping process using the Edmonds–Karp method. Furthermore,
choosing the best path for the selected nodes requires satisfying the following inequalities,

ψi,length ≤ Ψµ − 1 (6)

fresidual ≥ BNSRi,t (7)

Tround ≤ TNSR (8)

where fresidual is the total residual flow (in terms of link capacity) for path i from the source
node to the target node for NSRi,t, ψ

length
i is the length of path i, Ψµ is the average path

length for all node connections, and Tround is the total roundtrip time for data transmission
from the source to target node expressed as,

Tround = T(nα ,nΩ) + T(nΩ ,nα) (9)

where T(nα ,nΩ) and T(nΩ ,nα) refer to the transmission times from the source node to the
target node, and from the target node to the source node, respectively. These transmission
times denote the amount of time required for the NSR to travel from the source node to the
target node (vice-versa) and is affected by transmission delays.

Algorithm 2 presents the details of the link mapping method. This approach aims to
find the best path to the target node nΩ for NSRi,t. Equation (6) ensures that the length
of this path does not exceed the average length of all paths in the network. Equation (7)
guarantees that the residual flow meets the required link capacity for NSRi,t. In addition,
Equation (8) ensures that the total time needed to transmit NSRi,t from nα to nΩ (vice-versa)
does not exceed the specified lifetime of the NSR. Furthermore, all identified augment-
ing paths are used as links for candidate network slices by the DCB-NS agent for NSR
slice provisioning.
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Algorithm 2. NSR Link Mapping Method.

1: initialize flow value f = 0
2: for each ξx value from NVA:
3: select source node nα and initialize node of nξx as target node nΩ
4: let ψ(nα, nΩ)ξx

∈ G be a path with the minimum number of edges
5: perform Breadth-First Search for nA to nΩ
6: for each edge (i, j) in (ψ)(nα, nΩ)ξx

:
7: calculate for residual flow fresidual,i

8:
fresidual,i = f (i, j) + cresidual(ψ)(nα, nΩ)ξx

, for forward
edges

9: fresidual,i = f (i, j)− cresidual(ψ)(nα, nΩ)ξx
, if otherwise

10: if Equations (6)–(8) = true:
11: store (ψ)(nα, nΩ)ξx

to augmenting path array Paug[]

12: select (ψ)(nα, nΩ)ξx
with highest fresidual from Paug[] as NSR path ψ(nα, nΩ)NSRi,t

13: return ψ(nα, nΩ)NSRi,t

3.4. Deep Contextual Bandit Network Slicing Scheme

Reinforcement learning (RL) methods facilitate agent learning through evaluative
feedback. An action performed by an agent is evaluated based on its quality, for which it
receives a corresponding reward. In addition, RL agents attempt to solve a problem by
balancing exploitation and exploration of actions. This process, in turn, allows the agent
to learn a strategy to obtain an optimal reward for each action. Additionally, the way RL
agents learn is in direct contrast to other AI methods that guide the agent to take corrective
actions based on existing training data.

This work implements a variant of the multi-armed (or k-armed) bandit approach
known as Contextual Bandits [30] for the proposed NS scheme. This approach is a type of
associative search method in which the current state of the environment affects an agent’s
reward for a given action. A famous example of this scenario is the case of slot machines
in a casino, where a player tries to get the best payoff while playing slot machines. In
this scenario, the rewards for pulling the arm of a slot machine (or bandit) are randomly
distributed and are unknown to the player, so the player must choose the best action
strategy to get the best payoff. Therefore, we model the proposed scheme based on a
Contextual Bandit scenario. Moreover, a deep reinforcement learning is utilized to compute
the reward and formulate the action strategy efficiently through a trial-and-error approach.
The deep neural network receives the NSR parameters as through its input layer and then
outputs it through the output layer. The rewards are calculated based on the network’s
current state and checked for errors or losses using the mean squared error method. Such
an approach leads to an optimal resource allocation strategy in the form of a network slice
for each NSR. A graphical representation of the Deep RL model is shown in Figure 2.
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The proposed scheme considers an input η, and a set of actions A, and each ac-
tion a ∈ A has an associated reward Rt. In this case, NSRi,t and the mapped nodes
ψ(nα, nΩ)NSRi,t

represent the input and the agent’s actions, respectively. For every action
taken, the agent expects to achieve a value or utility q∗(a) that measures the quality of such
action. This value or utility calculation is expressed as,

q∗(a) = E[Rt|At = a] (10)

thus, the expected value q∗(a) for action a is equivalent to the reward for that action at
time t. In addition, the actions in the agent’s action space are randomly distributed using a
Softmax function, which is denoted as,

σ(z)i =
expzi

∑K
j=1 expzj

(11)

where the probability of choosing an action is calculated by dividing the input vector’s
exponential function expzi over the sum of all the exponential functions for an output vector
expzj for a K number of classes. Moreover, this probability distribution method enables the
NSA to randomly select an action out of a given set of possible actions without any bias.

Since the Contextual Bandit approach considers the environment state to determine
the reward for an action taken, it is also necessary to define state S as a set of states where
each state s ∈ S comprises various reward influencing factors (RIF). The various factors
are defined as follows:

1. The total path length Lhops is the sum of all paths from nα to nΩ. This value provides
the agent with the candidate slice topology information.

Lhops =
nΩ

∑
i=0
ψ(ni) (12)

2. The computing capacity utilization denoted as Cδ provides information regarding

the computing capacity
I

∑
i=1

CNSRi allocated for NSRi at time t. This value also helps

determine the remaining computing capacity for the network’s physical infrastructure
at the specified time step.

Cδ =
∑I

i=1 CNSRi

∑N
n=1 Cn

(13)

where
N
∑

n=1
Cn refers to the total remaining computing capacity for all physical infras-

tructure nodes.
3. The bandwidth utilization Bδ reflects the network’s total bandwidth utilized at time

t. This bandwidth utilization is also affected by other NSRs served at the specified
time step.

Bδ =
∑I

i=1 BNSRi

∑L
i=1 Bi

(14)

where
I

∑
i=1

BNSRi is the allocated link capacity for NSRi and
L
∑

i=1
Bi is the total remaining

link capacity for all nodes from the physical infrastructure.
4. Node utilization Nρ represents the percentage of network nodes serving all existing

NSRs at time t. It also verifies whether the network can allocate the nodes needed by
the NSR.

Nρ =
∑I

i=1 NNSRi

∑N
n=1 Nn

(15)
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where
I

∑
i=1

NNSRi is the number of allocated nodes for NSRi at time t and
N
∑

n=1
Nn is the

total remaining number of physical infrastructure nodes.

Using RIFs as weights whose values are determined by the network state, the reward
Ri for action ai is calculated as

Ri = σ(a)·

 (w1)Lhops + (w2)Cδ + (w3)Bδ + (w4)Nρ(
∑N

n=1 Cn + ∑L
i=1 Bi + ∑N

n=1 Nn

)
∗ Lhops

 (16)

where w ∈ [0, 1] is a weight factor defined by the network’s current state. We have defined
the following network states st to find for reward Ri as follows:

1. Network State 1 (S1) represents a normal network state, meaning that the total avail-

able computing capacity
N
∑

n=1
Cn, link capacity

L
∑

i=1
Bi, the number of usable nodes

N
∑

n=1
Nn, and total path length Lhops are at 81–100%.

2. Network State 2 (S2) indicates that
N
∑

n=1
Cn,

L
∑

i=1
Bi,

N
∑

n=1
Nn, and Lhops are at 50–80%

capacity or availability. Such a state requires that succeeding NSRs should not exceed
the remaining capacity of available network resources.

3. Network State 3 (S3) signals that all network resources are below 50% capacity or
availability. This state indicates either that the network is currently serving many
NSRs or the NSRs currently served are utilizing a large amount of resource capacity.

Based on these network states, a combination of values for each w of a RIF is assigned
in Table 2.

Table 2. Weight value assignment for RIFs based on the network state st.

si
wi w1 w2 w3 w4

s1 0.50 0.75 0.75 0.50

s2 0.50 1 1 0.75

s3 1 1 1 1

The weight assignments in Table 2 show that s3 requires a careful allocation of re-
sources for an NSR to avoid network failure. State s2, on the other hand, prioritizes resource
allocation for computing capacity and bandwidth to incoming NSRs. Finally, s1 has a lower
priority on resource allocation since the network has high resource availability.

Next, the accumulated reward for a specific action a at time t is denoted as Qt(a) and
then calculated after exploring all possible actions from the action space as,

Qt(a) =
1
y

y

∑
i=1

Ri (17)

where y is the number of instances performed by the agent for action a, and Ri is the reward
earned for each action.

The Upper Confidence Bound (UCB) strategy is utilized to facilitate the exploration
and exploitation of actions. Through this, the agent decides whether to continue choosing
an action that gives a particular reward value (exploitation) or to check for other possible
actions that could yield higher rewards (exploration). The UCB for action ai is expressed
as follows,

UCB = argmaxa

[
Qt(a) + c

√
log(t)
Yt(a)

]
(18)
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where Yt(a) is the number of instances when action a is chosen before time t, and c is
a predefined confidence value controlling the degree of exploration. The UCB strategy
implies that by checking each action’s Qt(a) and the number of instances it was executed, it
can exploit the action with the highest UCB. However, other possible actions are explored
and re-evaluated.

The calculated rewards are then evaluated for every action the agent performs to
assess its quality. At the end of the training period, the cumulative mean rewards q∗(a)µ
for each action are taken as,

q∗(a)µ =
∑A

a=0 Qt(a)

Ya
(19)

where Y denotes the number of instances when the agent chose action ai. These values are
then ranked in descending order, and the action with the highest q∗(a)sµ is implemented
as a network slice NSNSRi,t . Finally, the proposed DCB-NS scheme details are presented in
Algorithm 3.

Algorithm 3. Proposed Deep Contextual Bandit Network Slicing Scheme.

1: initialize NSRi,t = (CNSR, BNSR, NNSR, DNSR, LNSR, TNSR), x, y, c
2: perform Node Selection (Algorithm 1)
3: for x in NVA:
4: perform Node Mapping (Algorithm 2)
5: add mapped nodes to candidate slices array Slices[]
6: check for network state st
7: while y > 0:
8: select action a candidate slice from Slices[] as action ai
9: calculate action value q∗(a) (Equation (10))
10: calculate reward Ri (Equation (16))
11: calculate total estimated value Qt(a) (Equation (17))
12: calculate Upper Confidence Bound UCB (Equation (18))
13: if length(A) = 1:
14: set UCB of ai as the max UCB
15: select new action ai+1, repeat steps 8–12
16: else: Compare UCB values for all actions performed
17: if UCB of current action is highest:
18 set UCB of that action as max UCB (exploit)
19: else: select new action and repeat from step 8 (explore)
20: select action with the highest q∗(a)µ from all actions performed in a ∈ A
21: implement selected action as network slice NSNSRi,t for NSRi,t
22: return NSNSRi,t

4. Simulation Environment and Performance Metrics
4.1. Simulation Environment Configuration

Table 3 shows the simulation configurations. The network setup assumes 100–300 nodes
for the physical infrastructure. These nodes are then divided into the access, transport,
and core network nodes. For the node computing and link capacity, a range of 20 to 50 are
assumed. For every NSR, a total of 15 nodes, computing and link capacity within 5 to 25,
transmission delay of 0.05 to 1, and NSR lifetime of 10 to 50 are assigned. In addition, the
number of NSRs that are simultaneously served is limited to 20 NSRs.
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Table 3. Simulation Configurations.

Parameter Range

Physical Network:

Access network nodes 20, 40, 80
Transport network nodes 30, 60, 120

Core network nodes 50, 100, 200
Node computing capacity U [20, 50]

Node link capacity U [20, 50]

Network Slice Requests:

Number of nodes per NSR 15
Maximum number of NSRs 20

NSR node computing capacity U [5, 25]
NSR link capacity U [5, 25]

Transmission Delay T [0.05, 1]
NSR Lifetime T [10, 50]

Since the proposed scheme implements Deep RL, the properties of the deep neural
network are defined as follows: a sequential model where each layer uses a linear transfor-
mation, rectifier linear unit (ReLU) as the activation function, Adam as the optimizer, and
mean squared error (MSE) for loss calculation.

4.2. Performance Metrics

The proposed scheme’s performance evaluation includes assessing the network’s
resource efficiency (RE) and throughput. The RE is defined based on how the network allo-
cates resources to each slice requested by the NSR. Ideally, the network should effectively
allocate the requested resources without exhausting most of the physical infrastructure
resources. As such, the network’s RE is expressed as,

ϕ =
∑I

i=1 CNSRi + ∑I
i=1 BNSRi + ∑I

i=1 NNSRi

(Cδ + Bδ + Nδ) ∗ Lhops
(20)

The network throughput measures the ratio of all NSRs served to the total number of
NSRs received at time t. The network must serve all requested network slices by effectively
allocating resources to achieve the highest possible throughput at each time step. The
network’s throughput is calculated as,

Γ =
∑T

t=0 NSRserved,t

∑T
t=0 NSRreceived,t

(21)

Additionally, the proposed scheme utilizes the cumulative mean rewards (Equation (19))
earned for performance evaluation as an additional metric.

5. Results and Discussions

The proposed DCB-NS scheme compares its performance with the Epsilon–Greedy
and Thompson sampling algorithms [31]. Together with UCB (which the proposed scheme
utilizes), these algorithms are popular approaches for solving multi-armed bandit problems.
The proposed scheme is first evaluated based on the cumulative rewards obtained by the
agent using the three methods above. Then, the effectiveness of the proposed scheme
through network slice provisioning for each NSR is evaluated. In addition, the throughput
of the network is examined to determine how well it serves the incoming NSRs during the
simulation period. In this section, the results of the simulations are presented and discussed.
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5.1. Agent Rewards Accumulation

The rewards accumulated by the NSA from the simulations are shown in Figure 3. The
proposed scheme is evaluated based on network states 1, 2, and 3, as shown in Figure 3a–c,
respectively. The simulation is implemented using a total node value of 300 for maximum
resource distribution. Additionally, for this simulation, we have only taken the rewards
gained for all optimal actions chosen, which resulted in creating a network slice for an NSR.
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Based on the results, it can be observed that the rewards earned by the agent gradually
decrease as the number of NSRs received by the network increases. This decline in rewards
is due to the increase in resource utilization of the network, which affects the RIFs used for
the reward calculation.

Similarly, the previously defined network states are essential indicators of the current
resource availability in the network. Moreover, it is observed that the upper bound for
the maximum reward also decreases due to this condition. However, unlike the other
two algorithms, the DCB-NS strategy achieves higher rewards. This advantage is due
to the efficiency of the UCB strategy in selecting the ideal actions by evaluating their
confidence value, which increases the certainty of higher incentives for each scenario.
On the other hand, Thompson sampling leads to an unbalanced distribution of actions
due to the random nature of the sampling process, which is in contrast to the consistent
performance of UCB [32]. Moreover, the algorithm is likely to become unstable during
extended training periods. The Epsilon–Greedy algorithm achieves the lowest rewards
because it simply relies on the randomness of the Epsilon value to balance exploration and
action utilization [22]. Moreover, this algorithm explores only the neighboring solutions
once an inferred distribution is known, leading to inefficient action policies. This property
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contrasts with the uniform distribution of action probabilities of the proposed scheme using
the Softmax function, which ensures a higher likelihood of action exploration.

5.2. Network Resource Efficiency

Next, a simulation is performed to evaluate the efficiency of network resources (RE)
in serving the received NSRs. Figures 3 and 4 show the results considering the maximum
number of nodes and the network states.
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The RE calculated based on the total number of nodes (100, 200, 300), are shown in
Figure 4. At N = 300, the network can maintain a value above the median for RE, although
the resource availability gradually decreases as the number of NSRs increases. In contrast,
the network encounters resource shortages when N = 100, leading to a sharp decline in RE
when the number of NSRs peaks. Therefore, effective network resource allocation schemes
are required to keep the network operational regardless of the surge of service requests.
During simulations, the proposed DCB-NS scheme has maintained a higher RE than the
Thompson Sampling and Epsilon–Greedy methods. The proposed scheme improves the
slice allocation process by utilizing the RIF values that determine the current network
resource utilization. Additionally, the integrated maximum flow computation ensures an
efficient mapping of network slices. These processes allow the NSA to intelligently select
the best possible network slices by considering the current state of the network.

The network RE based on the current network state is also considered, as shown in
Figure 5. For this simulation, the average REs for network states 1, 2, and 3, are taken as
shown in Figure 4a–c. The results indicate that the proposed scheme can achieve higher RE
regardless of the different states of the network. Moreover, the proposed scheme achieves
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favorable results compared to the other algorithms for all network states and the maximum
number of network nodes.
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5.3. Network Throughput

The network throughput for all network states is shown in Figure 6. The simulation
results show how the provisioning of network slices is affected by the number of NSRs
received in the network. It can be observed that, although the number of provisioned
requests has decreased due to the influx of NSRs, the proposed DCB-NS scheme is still able
to outperform the other two algorithms used for testing. The proposed scheme can allocate
network resources efficiently by implementing node selection and mapping methods. The
NVA and maximum data flow computation allow the NSA to select the ideal candidates for
network slice creation and deployment. In addition, the goal of the NSA is to maximize its
cumulative gain by considering the total resource utilization through the calculation of RIF
values. This advantage, in turn, enables the optimal distribution of resources for all NSRs,
considering the current network state, thus minimizing the number of unserved requests.

Finally, a summary showing an average comparison of the proposed scheme’s perfor-
mance is provided in Table 4.

Table 4. The proposed scheme’s average performance comparison with the Epsilon–Greedy and
Thompson Sampling algorithms.

Algorithm Rewards RE Throughput

DCB-NS 90% 77% 85%
Thompson Sampling 86% 63% 83%

Epsilon-Greedy 77% 60% 80%
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6. Conclusions

This paper presents a Deep Contextual Bandits-based network slicing scheme (DCB-
NS) that aims to allocate network resources in a 5G network effectively. The proposed
scheme uses network theory methods to implement node selection, ranking, and mapping
for network slice candidate selection. A Deep RL approach was used to develop a NSA that
solves a Contextual Bandit problem. The goal of this agent is to maximize action rewards
by selecting and implementing the best possible network slice for each NSR sent to the
network. Reward Influencing Factors (RIFs) for the reward calculation were formulated by
considering the current network resource utilization. In addition, the Upper Confidence
Bound strategy was implemented to balance exploration and exploitation of agent actions
for efficient network slice selection.

The simulations showed that the proposed DCB-NS scheme could achieve significantly
higher rewards, RE, and network throughput than the Epsilon–Greedy and Thompson
sampling methods. With the simulation results, it was observed that the proposed scheme
was able to maintain higher performance regardless of the gradual decrease in resource
availability with the increasing number of NSRs. The implementation of optimization
methods is planned for the future to improve network resource allocation. Dynamic slicing
will also be investigated to improve network throughput and RE. Finally, further studies on
other RL methods to improve the decision-making capability of the NSA will be conducted.
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