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Abstract: In this paper, a unique approach to the imaging of non-metallic media using capacitive sens-
ing is presented. By using customized sensor plates in single-ended and differential configurations,
responses to hidden objects can be captured over a cylindrical aperture surrounding the inspected
medium. Then, by processing the acquired data using a novel imaging technique based on the
convolution theory, Fourier and inverse Fourier transforms, and exact low resolution electromagnetic
tomography (eLORETA), images are reconstructed over multiple radial depths using the acquired
sensor data. Imaging hidden objects over multiple depths has wide range of applications, from
biomedical imaging to nondestructive testing of the materials. Performance of the proposed imaging
technique is demonstrated via experimental results.

Keywords: electromagnetics; capacitive imaging; electromagnetic imaging; nondestructive evalua-
tion; nondestructive testing

1. Introduction

Along with many non-destructive evaluation (NDE) techniques such as ultrasound,
eddy current, and X-ray, capacitive imaging (CI) is employed for material integrity in-
spections [1]. CI has been proven to be effective in biomedical applications [2,3], security
screening [4], the inspection of reinforced concrete and dielectric surface characteristics of
ceramic tiles [5], and in the NDE of glass fiber-reinforced polymer (GFPR) [6].

Typically, the CI technique uses electric fringing field from a pair of co-planar elec-
trodes that can penetrate the non-conducting materials [7]. An AC voltage is applied to
the electrodes, which causes a change in the electric field distribution while scanning the
matter under inspection. The two plates of the sensor act as a capacitor and the change in
the capacitance indicates variation in the internal dielectric properties of the material [8],
internal defects [9], or surface flaws in non-metallic components [6]. One major advantage
of the CI is that it is a non-contact technique [7].

Sensors can be constructed with electrodes that are made of conducting materials such
as copper. Sensor fabrication can be implemented using microelectromechanical systems
(MEMS), printed circuit board technology (PCB), or manually. In addition, CI sensors
can be fabricated in various shapes and sizes for optimal usage. Among various design
methods, sensor geometry is a major factor in determining the sensing performance to meet
the requirements of the desired application [10]. Various geometries of CI sensors have been
designed so far. For instance, a multi-segment cylindrical sensor was proposed in [11] to
image continuous flow of liquids inside a pipeline. In [12], a helical wound electrode sensor
and concave electrode sensor were developed for void fraction measurement. In [13], a
coaxial cylindrical sensor was used to detect water levels. It is critical to know how sensors
can be designed to optimize their performance for a specific application.

Here, we focus on the use of coplanar electrodes for capacitive sensing. The design
parameters for a coplanar sensor include the number of electrodes and their arrangement,
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as well as the electrodes’ geometry, shielding, and guarding (e.g., see [14]). The geometry
of the sensor includes the shape and size of the electrodes and the separation of the
electrodes, which determines the performance of the sensor [10]. The shape of the electrodes
can be circular, square [15], triangular [16], or more complex shapes such as a comb
shape [17], which influences the sensor’s performance in terms of its sensitivity and
depth of penetration [18,19]. Shielding design for sensors is performed to eliminate stray
capacitance or disturbance. Commonly, a shielding plate is held at ground potential and
is used to achieve concise electric fields and to reduce electromagnetic interferences [19].
Electric fields and penetration depths with different electrode sizes and shapes have been
discussed thoroughly in [19,20].

In this paper, we propose a non-contact and cost-effective CI approach to image ob-
jects in a cylindrical setup. To achieve resolution along the radial direction, we utilize
single-ended and differential sensor configurations since these two sensor configurations
allow for having two different ranges of sensing. The main novelty of the paper is in the
use of a new image reconstruction approach, which is fast and efficient. The collected data
over a cylindrical aperture are processed using convolution theory concept for a linear
space-invariant system along with the Fourier and inverse Fourier transforms, and exact
low resolution electromagnetic tomography (eLORETA) [21,22]. It is worth emphasiz-
ing that unlike in [21,22], in which eLORETA was employed for solving the systems of
equations constructed in the spatial domain and for the application of electroencephalo-
gram (EEG) brain imaging, here, eLORETA will be applied to many independent and
small-dimensioned systems of equations constructed in the spatial frequency domain as
explained in the Theory section. The performance of the proposed imaging technique will
be demonstrated via experimental results.

2. Theory

In this section, we present the proposed imaging technique based on the data acquired
by multiple capacitive sensors. Figure 1 illustrates the cylindrical capacitive imaging
system in which Ns capacitive sensors with various dimensions and configurations are
employed to collect data over a cylindrical aperture with a radius of rA and a height of zA.
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The number of smaples for each sensor along the azimuthal (φ) and longitudinal (z)
directions are denoted by Nφ and Nz, respectively. The objective is to reconstruct images
over the cylindrical imaged surfaces at rj, j = 1, . . . , Nr.

We assume that the imaging system is linear and space-invariant. This allows us
to employ the convolution theory. According to the convolution theory [23], in a linear
space-invariant system, the response to an unknown input to the system can be written
as the convolution of the impulse response (or point-spread function (PSF)) with that
unknown input. Here, in our imaging system, the unknown inputs would be the shape
functions of the objects, denoted by fj, along the z and φ directions at each cylindrical
imaged surface r = rj. In addition, by measuring the response due to a small object (here,
referred to as the calibration object (CO)) representing an impulse function placed at
cylindrical coordinate (rj, 0, 0), we obtain an approximation of the PSF of the system for
the j-th imaged surface. The measured PSF by sensor i (i = 1, . . . , Ns) at azimuthal angles
φk (k = 1, . . . , Nφ) and longitudinal positions zl (l = 1, . . . , Nz) for the j-th imaged surface is
denoted by ECO

i,j (φk, zl). The measured response for unknown objects over the j-th imaged

surface can be then written as the convolution of the collected PSF ECO
i,j (φk, zl) with the

shape function of the objects over that surface f j(φk, zl).
The goal of the imaging technique is to estimate the shape function of the objects

under test (OUTs) f j(φk, zl) at each imaged surface at rj, j = 1, . . . , Nr. The total responses
EO

i (φk, zl) with the presence of the OUTs on all the imaged surfaces are measured over the
aperture. Using the convolution theory, these responses can be written as the sum of the
convolutions of the PSF for each imaged surface at rj, ECO

i,j (φk, zl), with the shape function
of the OUTs for the corresponding surface f j(φk, zl) as [24]:

EO
i (φk, zl) =

Nr

∑
j=1

ECO
i,j (φk, zl) ∗φ ∗z f j(φk, zl) (1)

where ∗φ and ∗z denote the convolutions along the φ and z directions. Writing (1) for all
the sensors Ns and applying discrete-time Fourier transform (DTFT) and discrete Fourier
transform (DFT) to both sides of the equations along z and φ directions, respectively, leads
to the following system of equations at each spatial frequency pair κ = (kφ, kz) (kφ and kz
are Fourier variables corresponding to φ and z, respectively) [25,26]:

˜̃EO
(NS×1) =

˜̃D
(NS×Nr)

˜̃F(Nr×1) (2)

where

˜̃EO
(NS×1) = L


˜̃EO

1 (κ)
...˜̃EO

NS
(κ)

 (3)

˜̃D
(NS×Nr)

= L


˜̃ECO

1,1 (κ) · · · ˜̃ECO
1,Nr (κ)

...
. . .

...˜̃ECO
NS ,1(κ) · · ·

˜̃ECO
NS ,Nr (κ)

 (4)

and

˜̃F =


˜̃f 1(κ)

...˜̃f Nr
(κ)

 (5)
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where ˜̃EO
i (κ),

˜̃ECO
i,j (κ), and ˜̃f j(κ) are obtained by taking DFT along φ and DTFT along z of

EO
i (φk, zl), ECO

i,j (φk, zl), and f j(φk, zl), respectively. The matrix L
(NS×NS)

= I− 11T/1T1 is
the centering matrix that is the average reference operator, where I

(NS×NS)
is the identity

matrix and 1(NS×1) is a vector of ones. The L matrix is a symmetric and idempotent matrix.
When it is multiplied with any vector, it has the effect of subtracting the mean of the
components of the vector from every component of that vector.

At each κ = (kφ, kz), the system of equations in (2) is solved to obtain ˜̃f j(κ), j =

1, . . . , Nr. Then, inverse DTFT along z and inverse DFT along φ are applied to ˜̃f j(κ) to
obtain f j(φk, zl) which are considered as the reconstcruted images.

Here, we propose using the eLORETA approach to solve the systems of equations [21].
It is a genuine inverse solution with exact localization in the presence of measurement
and structured noise. For this purpose, lets consider the problem of the general weighted
minimum norm as [22]:

min˜̃F
[
‖˜̃EO
− ˜̃D ˜̃F‖2

+ α˜̃FH
W ˜̃F] (6)

where WNr×Nr
is the symmetric weight matrix and α ≥ 0 is the regularization parameter.

The estimated solution of (6) is linear and can be written as:

_˜̃F = Q˜̃EO
(7)

where

Q
(Nr×NS)

= W−1 ˜̃DH
[ ˜̃D W−1 ˜̃DH

+ αL
]+

(8)

αL is the covariance matrix of the noise, and W−1
Nr×Nr

is the covariance matrix for ˜̃F.
Then, we extend the linear equation in (2) to include additive measurement noise

while we assume that ˜̃F and the measurement noise are independent. This allows us to

write the covariance matrix for ˜̃EO
as:

cov(˜̃EO
) = ˜̃D W−1 ˜̃DH

+ αL (9)

Using the linear relation between
_˜̃F and ˜̃EO

in (7), the covariance matrix for
_˜̃F can be

then written as:

cov(
_˜̃F ) = W−1 ˜̃DH

( ˜̃D W−1 ˜̃DH

+ αL)
+ ˜̃D W−1 (10)

When restricting W to a diagonal matrix, the solution to the following problem:

min
W
‖I− cov(

_˜̃F )‖2

= min
W
‖I−W−1 ˜̃DH

( ˜̃D W−1 ˜̃DH
+ αL)

+ ˜̃D W−1‖
2

(11)

provides an inverse solution (7) for which the localization error is zero. To find the
diagonal weight W that solves the problem in (11), the following iterative approach is
implemented [21,22]:

1. For a given ˜̃D and regularization parameter α, initialize W as the identity matrix.
2. Using the current diagonal matrix W, find matrix M as:

M
(NS×NS)

= ( ˜̃D W−1 ˜̃DH
+ αL)

+

(12)
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3. For i = 1 to Nr, compute the updated diagonal matrix W as:

W(i, i) =

√
( ˜̃DH

M ˜̃D) (13)

4. Compare the current W with the one obtained from the previous iteration and, if
the difference is larger than a predetermined threshold, then repeat steps 2 and 3
until convergence of W is reached (negligible changes in W between two consecutive
iterations).

Finally, the estimated diagonal matrix W obtained from the above iterative method is

employed to compute the matrix Q in (8). This, in turn, provides the estimated solution
_˜̃F

in (7).

3. Experimental Results

To verify the proposed CI method, we conducted several experiments. Figure 2 shows
the experimental setup, which consisted of two NEMA-17 stepper motors, an Adafruit
Motor Shield V2, an Arduino Uno to control the stepper motors, a Texas Instruments
FDC2214 capacitive sensing data acquisition board, a single-ended capacitive sensor, a
differential capacitive sensor, a PVC pipe, wooden objects hidden inside the pipe, a PC,
and a power supply. An aluminum-covered box was used to shield the sensors and
the data acquisition board from the electromagnetic interferences while performing the
data acquisitions.
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(c) differential sensor configuration. All dimensions are in mm.

For the experiments, we constructed two sensor configurations: a single-ended config-
uration and a differential configuration, as shown in Figure 2b,c, respectively. Differential
configuration allowed the capacitive sensor to have higher sensitivity at close proxim-
ity while the single-ended configuration allowed the sensors to have a higher sensing
range. The sensors were operated with the FDC2214 evaluation board manufactured
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by Texas Instruments. This board was chosen as it is a multi-channel, high resolution
(28-bit) capacitance-to-digital converter, is noise- and EMI-resistant, and can perform at
high speed. It was used for detecting the changes of capacitance in the sensors via tracking
the resonant frequency of an LC tank oscillator and communicating the changes in the
responses with the Arduino Uno microcontroller through I2C communication. Two of the
channels, CH2 and CH3, from FDC2214 were used to acquire the data from the customized
capacitive sensors.

3.1. Configuration of the FDC2214 Module

The data acquisition module, FDC2214, has a built-in LC tank for which, in this study,
the changes in the capacitance could be observed as shifts in the resonant frequency. Typ-
ically, there was an 18 µH shielded SMD inductor in parallel with the capacitor, which
resulted in oscillation. The FDC, which is a capacitance-to-digital converter, measured the
oscillation frequency of the LC tank resonator and output a digital value that was propor-
tional to the frequency that could be converted to an equivalent capacitance. This board
supports two sensor configurations. In the single-ended configuration, a conductive plate
is connected to one of the CHx pins, IN0A or IN0B, while in the differential configuration,
two conductive plates are connected to two of the CHx pins. The FDC2214 data acquisition
board uses differential configuration by default. To configure the single-ended sensors, we
altered the FDC2214 module according to the datasheet provided by the manufacturer [27].

The FDC board has a maximum internal reference frequency FREFx of 55 MHz for
multi-channel configuration. To utilize the multi-channel configuration of FDC2214,
MUX_CONFIG with the address 0x1B was set to binary 1 for continuous conversion
on multiple channels with 10 MHz of external oscillation. The FINx clock was derived from
the sensor frequency for channel x. The reference frequency for Channel 0 (CH0) to channel
3 (CH2) was set by the CHx_FREFx_DIVIDER bit of the register 0 × 14 to 0 × 17. FREFx
and FINx needed to meet the requirement of maximum reference frequency of 55 MHz
and FINx ranges < 55/4 MHz = 13.75 MHz according to the datasheet (Texas Instrument
2020). The CHx_FIN_SEL domain of the register 0 × 16 for CH2 was set to binary 10 for bit
13:14 and divider of 2 for CH2_FREF_DIVIDER to configure single-ended sensors [27]. The
comprehensive value of the register 0 × 16 was 0 × 2002 (b001′0000′0000′0010) to set CH2
as single-ended.

3.2. Data Acquisition and Imaged Objects

The cylindrical positioning system allowed for scanning of the sensors over a two
dimensional (2D) cylindrical aperture with 360 degrees of coverage and 120 mm of height.
This was implemented by two stepper motors. The number of collected samples along
the azimuthal and longitudinal directions were Nφ = 50 and Nz = 23, respectively. A
PVC pipe with a diameter of 152.4 mm (6 inches) and thickness of 7 mm was used for the
imaging experiments. The imaged objects inside the PVC pipe were wooden pieces with
dimensions of 50 mm × 44 mm × 20 mm. The goal was to image these objects at arbitrary
positions along the azimuthal and longitudinal directions at two radial positions (Nr = 2) of
r1 = 65 mm and r2 = 45 mm. The two radial positions of r1 and r2 are referred to as shallow
and deep radial depths, respectively. In the following, we describe three experiments along
with the imaging results.

3.3. Imaging Results

Multiple experiments were conducted to demonstrate the performance of the proposed
CI technique. The wooden pieces were attached to the inner wall of the pipe. To obtain the
PSF for the shallow depth (r1 = 65 mm), namely ECO

i,1 (φk, zl), one wooden piece was attached
directly to the pipe’s wall and the responses were collected over the cylindrical aperture. To
obtain the PSF corresponding to the deep depth (r2 = 45 mm), namely ECO

i,2 (φk, zl), a piece
of sponge was placed between a wooden piece and the pipe’s wall. Sponge was selected
due to the minimal effect on the responses of the sensors.



Magnetism 2021, 1 66

For a quantitative assessment of the reconstructed images, the structural similarity
(SSIM) index [28] was computed for each image. SSIM is composed of three terms, the
luminance term, the contrast term, and the structural term, as detailed in [28]. Here, the
SSIM parameter was computed for each reconstructed image while we took the true object’s
image as the reference. To clarify further, in the reference image, pixels overlapping the
objects had a value of 1 and other pixels had a value of 0. Thus, higher values of SSIM for
an image indicated more similarity to the true image.

In the first test scenario, two wooden objects were placed only at shallow depth
(directly attached to the inner pipe’s wall) at (r, φ, z) coordinates of (65 mm, 0, 0) and
(65 mm, 180◦, 0). Figure 3 shows the reconstructed images when using the proposed CI
technique described in Section 2 and using the data from both single-ended and differential
sensors. It can be observed that the objects could be detected well in the images with
brighter spots. In the second test, two wooden objects were placed only at deep depth
(having sponge between the objects and the inner pipe’s wall) at (r, φ, z) coordinates
of (45 mm, 0, 0) and (45 mm, 180◦, 0). Figure 4 shows the reconstructed images. The
two objects could be detected well in their true positions in this scenario as well. In
the third test, two wooden objects were placed at both the shallow and deep depths at
coordinates of (65 mm, 0, 0) and (45 mm, 0, 0). Together, they represented a large object
causing more clogging of the pipe. Figure 5 shows the reconstructed images for this
scenario. The two objects could be detected well in their true positions in both the shallow
and depth images.
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Figure 5. Reconstructed images when there were two objects at both the shallow and deep depths (r1 and r2) at (r, Φ, z) of
(65 mm, 0, 0) and (45 mm, 0, 0). Dotted red lines show the true positions of the objects. Horizontal axis: Φ (degrees); vertical
axis: z (m).

Overall, it was observed that the proposed CI technique provided qualitative images
of the objects inside the pipes at various depths. In almost all the images, there were some
artifacts, particularly in the images that contained the objects. However, the levels of the
artifacts were much smaller than the levels of the true objects’ images. Thus, the objects
could be unambiguously detected in the reconstructed images.

To improve the resolution of the proposed CI technique, smaller conductor plates can
be employed for the capacitive sensors. However, smaller plates should be compensated
by the increase in the derived currents to the sensor plates to maintain sufficient strength
of the inspecting fields which, in turn, would lead to a satisfactory range of inspection.

This nonintrusive technique can be used for security screening, inspection of clog-
ging inside composite pipes, and nondestructive testing of flaws in composite pipes.
Besides, this technique can be extended to rectangular imaging setups for nondestruc-
tive testing of multilayer dielectric structures, biomedical imaging, wall imaging, and
underground imaging.

4. Discussion and Conclusions

In this paper, we proposed a CI technique for the imaging of dielectric or metallic
objects hidden inside cylindrical media. We demonstrated that by using two capacitor
sensor configurations (single-ended and differential), imaging of the objects at two depths
from the measurement aperture is feasible. Larger numbers of sensors, with various sizes,
shapes (square, rectangular, triangular, circular, elliptical, etc.), and configurations, can be
employed for the imaging of objects over a larger number of radial depths. The sensors
need to be optimized in terms of their sensitivity and range of sensing. Besides, their field
distributions need to be sufficiently different so that their recorded responses add additional
information to the systems of equations at each spatial frequency pair κ = (kφ, kz) in (2).

The proposed CI technique provides qualitative images due to the approximations
involved such as the linearity of the imaging system. The linearity assumption allows
for the use of convolution theory which, in turn, leads to a fast and computationally
efficient solution compared to the optimization-based techniques. Besides, breaking the
original large system of equations in the spatial domain into the solution of many small
systems of equations in the spatial frequency domain allows for more efficient and possibly
parallel solutions, which can further expedite the image reconstruction process. This is
important for real-time imaging applications. It is worth noting that linear models have
been extensively employed in imaging applications based on the use of electromagnetic
waves (e.g., see [29–32]). A prominent example of that is in the millimeter wave security
screening of the passengers in airports [33], which, despite the linear approximations,
provides high quality images. The methods based on the linearity assumptions, however,
suffer image quality degradations for larger or higher contrast objects [34,35].
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We believe one of the major reasons for having some artifacts in our experimental
results (images) in the previous section is that the gap between the sensor holder and the
pipe varied slightly during the scanning of the pipe along the azimuthal direction. This
caused spurious variations in the responses, which in turn, produced undesired artifacts
in the images. In general, to improve the quality of the images, we intend to take the
following major steps in the future: (1) designing the shapes and dimensions of the sensors
using numerical solvers for better sensitivity and larger difference between the spatial
field distributions of the sensors (which adds more diversity of the collected data); (2) re-
designing and re-building the scanning setup to minimize the variation of the gap between
the sensors and the imaged pipe; and (3) adding more sensors with diverse spatial field
distributions that allow for the collection of more information.

The use of readily available materials such as wood and PVC pipe helped to conduct
fast and low-cost proof-of-concept experiments. The utilized setup can also be relevant
to the following applications: the inspection of clogging of pipes, and security screening
for imaging of hidden objects. According to our experiments, the responses received
by smaller wooden pieces were weaker, leading to more erroneous images. Thus, the
dimensions of the imaged wooden pieces in this paper can be considered as the minimum
sizes for which reliable and high-quality images can be reconstructed. Besides, as per our
preliminary observations, in applications where the imaged objects were highly conductive
(such as metallic objects), the measured responses were stronger, leading to better image
qualities. However, those objects could be also measured by inductive sensors rather than
capacitive sensors to avoid interferences from nonconductive background objects in the
scanning setup.
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