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Abstract: Geotechnical engineering relies heavily on predicting soil strength to ensure safe and
efficient construction projects. This paper presents a study on the accurate prediction of soil strength
properties, focusing on hydrated-lime activated rice husk ash (HARHA) treated soil. To achieve
precise predictions, the researchers employed two grey-box machine learning models—classification
and regression trees (CART) and genetic programming (GP). These models introduce innovative
equations and trees that readers can readily apply to new databases. The models were trained and
tested using a comprehensive laboratory database consisting of seven input parameters and three
output variables. The results indicate that both the proposed CART trees and GP equations exhibited
excellent predictive capabilities across all three output variables—California bearing ratio (CBR),
unconfined compressive strength (UCS), and resistance value (Ry,1ue) (according to the in-situ cone
penetrometer test). The GP proposed equations, in particular, demonstrated a superior performance
in predicting the UCS and Ry,,e parameters, while remaining comparable to CART in predicting the
CBR. This research highlights the potential of integrating grey-box machine learning models with
geotechnical engineering, providing valuable insights to enhance decision-making processes and
safety measures in future infrastructural development projects.

Keywords: hydrated lime; rice husk ash; machine learning; grey-box model; classification and
regression trees; genetic programming

1. Introduction

Soil stabilization techniques play an important role in geotechnical engineering to
improve the engineering properties of weak or problematic soils [1]. Traditional methods,
such as soil replacement or compaction, have limitations in terms of cost, implementation,
and environmental impact [2,3]. As a sustainable and economical alternative, soil stabiliza-
tion using supplementary materials/additives has attracted considerable attention. One of
these approaches includes adding hydrated lime and rice husk ash to the soil [4].

Because of its unique properties, hydrated lime is a widely used additive in soil
stabilization [4,5]. It is a fine, white powder obtained from the hydration of quicklime
(calcium oxide) and consists mainly of calcium hydroxide [4,5]. When hydrated lime is
added to soil, it undergoes chemical reactions with clay minerals, which lead to reduced
soil compressibility, improved shear strength, and increased durability [4-6]. These reac-
tions, known as cation exchange and pozzolanic reactions, lead to the formation of stable
compounds that bind soil particles together [4-6].
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Rice husk ash (RHA), a byproduct of the rice milling industry, is also promising
as an additive in soil stabilization [7]. RHA is obtained by burning rice husks at high
temperatures, which converts the organic matter into amorphous silica and other inorganic
components [8]. When added to soil, RHA acts as a pozzolanic agent and reacts with
calcium hydroxide from hydrated lime to form additional cementitious compounds [4,5].
The inclusion of RHA in the soil stabilization process further improves the strength, stiffness,
and durability of the stabilized soil [9]. Utilizing rice husk ash in cement and concrete offers
numerous advantages, including reduced heat of hydration, improved strength, decreased
permeability at higher dosages, enhanced resistance to chloride and sulfate, cost savings
through reduced cement usage, and environmental benefits by mitigating waste disposal
and lowering carbon dioxide emissions [10-17]. Jafer et al. [18] focused on developing
a sustainable ternary blended cementitious binder (TBCB) for soil stabilization. TBCB
incorporates waste materials and improves the engineering properties of the stabilized
soil. The results showed a reduced plasticity index and increased compressive strength.
XRD and SEM analyses confirmed the formation of cementitious products, leading to a
solid structure. TBCB offers a promising solution for soil stabilization with a reduced
environmental impact [18].

The combination of hydrated lime and rice husk ash has synergistic effects in soil
stabilization [19,20]. The pozzolanic reactions between these materials and the soil matrix
contribute to the development of cementitious compounds, thereby increasing strength and
reducing permeability [21]. In addition, the incorporation of rice husk ash contributes to
the utilization of an agricultural waste product and increases sustainability in construction
practices [22,23].

The success of soil stabilization using hydrated lime and rice husk ash depends
on various factors such as the type and properties of the soil, dosage and ratio of sup-
plementary materials/additives, curing conditions, and testing methods used [24,25].
Accurate predictive models that consider these parameters can help optimize the stabiliza-
tion process and ensure the desired engineering performance of treated soils [25,26]. The
accurate prediction of soil strength performance is crucial for geotechnical engineering.
Artificial intelligence (AI) methods, including ANN, SVM, ANFIS, CNN, LSTM, decision
trees, and GPR, have been applied in various geotechnical applications [27-30]. ANN
is the most widely used Al technique, contributing to improved predictions and opti-
mizations in geotechnical engineering [27]. These Al methods enhance understanding
and decision-making in areas such as frozen soils [31-33], rock mechanics [34-36], slope
stability [37-39], soil dynamics [40-44], tunnels [45-47], dams [48-50], and unsaturated
soils [51-53]. Onyelowe et al. [25] used artificial neural network (ANN) algorithms to pre-
dict the strength parameters of expansive soil treated with hydrated-lime activated rice
husk ash. The algorithms performed well, with the Levenberg—Marquardt Backpropaga-
tion (LMBP) algorithm showing the most accurate results. The predicted models had a
strong correlation coefficient and a high performance index.

Al algorithms aimed at material characterization and design have faced doubt because
people are worried about the opacity and reliability of their intricate models [54]. The
primary obstacle is the absence of transparency and methods to extract knowledge from
these models [54]. There are different categories of mathematical modeling techniques:
white-box, black-box, and grey-box, each varying in their level of transparency [54,55].
White-box models are grounded in fundamental principles and can elucidate the underlying
physical relationships within a system [54-56]. On the other hand, black-box models lack a
clear structure, making it difficult to understand their inner workings [54-56]. Grey-box
models fall in between, as they identify patterns in data and offer a mathematical structure
for the model [54-56]. Artificial neural networks (ANN) are well-known examples of black-
box models in engineering [57]. Although they are widely used, they lack comprehensive
information about the relationships they establish. In contrast, genetic programming (GP)
and classification and regression trees (CART) are newer grey-box modeling techniques
that employ an evolutionary process to develop explicit prediction functions and trees,
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respectively, making it more transparent compared to black-box methods such as ANN.
GP and CART models provide valuable insights into system performance as they offer
mathematical and tree structures, respectively, that aid in understanding the underlying
processes. They have shown promise in terms of accuracy and efficiency across various
applications. Here are the benefits of Al-based grey-box models:

- Transparency with Structure: Grey-box models, such as genetic programming (GP)
and classification and regression trees (CART), strike a balance between white-box
and black-box models. They offer transparency by identifying data patterns while
providing a clear mathematical or tree-based structure, making it easier to understand
the model’s operations [58].

- Enhanced Insights: The structured nature of grey-box models allows for a deeper
understanding of the underlying processes. Unlike black-box models such as artificial
neural networks (ANN), GP and CART provide insights into system performance
through their explicit prediction functions and tree structures.

- Transparency in Evolution: Techniques such as genetic programming (GP) use an
evolutionary process to develop prediction functions, making the model’s develop-
ment and evolution more transparent. This transparency aids in tracking the model’s
progress and understanding its decision making [59].

- Accuracy and Efficiency: Grey-box models, including GP and CART, have demon-
strated promise across various applications, offering a combination of accuracy and
efficiency. Their transparency, coupled with the ability to capture complex relation-
ships in data, makes them valuable tools for mathematical modeling in engineering
and other fields.

Based on the literature review provided, this research is groundbreaking in its system-
atic application of two distinct grey-box artificial intelligence models: genetic programming
(GP) and classification and regression tree (CART). These models are utilized for the first
time to predict critical soil parameters—California bearing ratio (CBR), unconfined com-
pressive strength (UCS), and resistance value (Rya1ye) determined through in-situ cone
penetrometer tests—for expansive soil treated with recycled and activated rice husk ash
composites. The study further evaluates the significance of input parameters, performing
a sensitivity analysis on 121 datasets, each consisting of seven inputs: hydrated-lime ac-
tivated rice husk ash (HARHA), liquid limit (LL), plastic limit (PL), plasticity index (PI),
optimum moisture content (wowmc), clay activity (Ac), and maximum dry density (MDD).
HARHA, a material produced by blending 5% hydrated lime with rice husk ash, acts as
an activator, and it is created from the controlled combustion of rice husk waste. Different
proportions of HARHA (ranging from 0.1% to 12% in increments of 0.1% of weight) were
employed to treat clayey soil, with the resulting effects on soil properties meticulously
examined and documented within the study.

2. Database Processing

This study uses a 121-laboratory database, originally studied by Onyelowe et al. [25],
who examined expansive clays by conducting tests on both untreated and treated soils to
determine the datasets by observing the effects of stabilization on the predictor parameters.
Onyelowe et al. [25] conducted a series of tests utilizing a laboratory to gather the data.
The database is represented as three-dimensional diagrams in Figure 1. Experiments were
conducted on expansive clay soil, both untreated and treated with hydrated-lime activated
rice husk ash (HARHA). The HARHA, a binder developed by blending rice husk ash with
hydrated lime, was tested at varying proportions on the clayey soil.
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Figure 1. Distribution of the database used based on (a) CBR, (b) UCS, and (c) resistance values.

Figure 2 depicts the effect of adding HARHA on three parameters: CBR, UCS, and
resistance values. The results indicate that all three parameters increased with the percent-
age of additive until they reached a peak. Afterward, they showed slight decreases. An
approximate value of 11.5% could be considered the optimal amount of HARHA additive.

The existing database contained seven inputs, which were as follows: hydrated-lime
activated rice husk ash (HARHA), liquid limit (LL), plastic limit (PL), plasticity index (PI),
optimum moisture content (wopc), clay activity (Ac), and maximum dry density (MDD).
The plasticity index parameter was derived by subtracting the liquid limit from the plastic
limit, while the remaining parameters were independent and lacked a direct correlation.

This database is noteworthy for using one of the largest sources of laboratory-derived
UCS, CBR, and Ry} measurements documented in the literature, boasting a considerable
number of entries, totaling seven.

Table 1 shows the statistical characteristics of the database utilized in this study,
presenting the minimum, maximum, and mean values for both inputs and outputs. These
descriptive statistics offer valuable insights into the distribution and properties of the data,
providing crucial information for model selection and optimization in subsequent analyses.
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Figure 2. Effect of HARHA on (a) CBR, (b) UCS, and (c) resistance values.

Table 1. Descriptive statistics for the collected database.

Variable Observations Minimum Maximum Mean Std. Deviation
CBR (%) 121 8.000 44.600 23.999 11.743
Outputs UCS (kKN/m?) 121 125.000 232.000 172.868 31.659
Ryalue 121 11.700 27.000 20.503 4.480
HARHA (%) 121 0.000 12.000 6.000 3.507
LL (%) 121 27.000 66.000 47.997 11.536
PL (%) 121 12.800 21.000 17.173 2414
Inputs PI (%) 121 14.000 45.000 30.824 9.148
womc (%) 121 16.000 19.000 18.024 0.768
Ac 121 0.600 2.000 1.348 0.398
MDD (g/cm?) 121 1.250 1.990 1.686 0.243

2.1. Outliers

Within the realm of database preparation, a pivotal concern revolves around the
detection of outliers. Within a database context, an outlier denotes a data point that exhibits
notable deviation from the majority of the data points [60,61]. The imperative lies in
identifying and outrightly excluding these data points from the modeling process, as they
have the potential to lead the model astray. Recognizing these particular data instances
constitutes a pivotal stride in statistical analysis, commencing with the description of
normative observations [62—-64]. This entails an overarching evaluation of the graphed
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data’s configuration, with the identification of extraordinary observations that diverge
significantly from the data’s central mass—termed outliers.

Two graphical techniques commonly used to identify outliers are scatter plots and box
plots [54,65]. The latter utilizes the median, lower quartile, and upper quartile to display
the data’s behavior in the middle and at the distribution’s ends. Furthermore, box plots
employ fences to identify extreme values in the tails of the distribution. Points beyond an
inner fence are considered mild outliers, while those beyond an outer fence are regarded as
extreme outliers [54,66,67].

For this study, a dataset consisting of 121 observations was analyzed using a box
plot to detect outliers. The process involved computing the median, lower quartile, up-
per quartile, and interquartile range, followed by calculating the lower and upper fences.
Figure 3 indicates that the first quarter parameter of CBR, UCS, and Ry,jy. values were
14, 141, and 17, respectively, and values of 34, 194, and 24 for the third quarter, respec-
tively. The results demonstrate favorable distribution across the parameter range, from
the minimum to the maximum values, with appropriately sized boxes. Additionally, the
average parameters within all three boxes fall towards the center of the box, a positive
indicator of data dispersion. According to Figure 3, no points were found to exceed the
extreme values defined by the computed fences. Furthermore, Figure 4 shows histograms
for different outputs.
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2.2. Testing and Training Databases

The dataset employed in this study was divided into two distinct categories: the
training database and the testing database. To achieve this, a random selection process was
utilized, assigning 80% of the data to the training database and the remaining 20% to the
testing database. The decision to allocate 80% of the data to the training database and the
remaining 20% to the testing database is crucial in machine learning due to several reasons.
The larger training set allows the model to learn patterns and generalize from the data,
while the separate testing set provides an accurate evaluation of the model’s real-world
predictive capabilities, avoiding overfitting and ensuring robustness. This division also
permits validation, enabling fine-tuning and parameter optimization, resulting in a more
realistic assessment of the model’s practical utility, which is essential for guiding decisions
on real-world deployment.

Tables 2 and 3 provide a comprehensive overview of the statistical characteristics,
including the minimum, maximum, and average values, for the parameters in the training
and testing databases, respectively. The results of the statistical analysis reveal that the
two databases share similar characteristics, indicating that the data used for training the
artificial intelligence model are representative of the data used for testing the model. This
similarity in statistical properties between the training and testing databases is likely to
enhance the accuracy and robustness of the developed model. The findings from this study
underscore the importance of using representative and well-characterized data for the
development of effective and reliable artificial intelligence models. In Tables 2 and 3, (U95)
is 95% Confidence Interval.
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Table 2. Descriptive statistics for the training database.
Variable Observations Minimum Maximum Mean Std. Deviation U9s
CBR (%) 97 8.100 44.600 23.030 11.934 2.405
Outputs UCS (kN/m?) 97 125.000 232.000 174.351 31.849 6.419
Ryalue 97 11.700 27.000 20.709 4.313 0.869
HARHA (%) 97 0.100 12.000 5.697 3.573 0.682
LL (%) 97 27.000 66.000 48.979 11.706 2.238
PL (%) 97 12.800 21.000 17.391 2.448 0.470
Inputs PI (%) 97 14.000 45.000 31.589 9.283 1.775
womc (%) 97 16.000 19.000 17.991 0.806 0.148
Ac 97 0.600 1.980 1.379 0.406 0.077
MDD (g/ cm?) 97 1.250 1.990 1.662 0.245 0.048
Table 3. Descriptive statistics for the testing database.
Variable Observations Minimum Maximum Mean Std. Deviation U9s
CBR (%) 24 8.000 44.600 27.917 10.249 4.327
Outputs UCS (kN /m?) 24 126.000 231.000 166.875 30.804 13.000
Ryatue 24 11.700 27.000 19.671 5.118 2.161
HARHA (%) 24 0.000 11.500 7.225 2.988 1.678
LL (%) 24 29.000 66.000 44.025 10.095 5.575
PL (%) 24 13.000 21.000 16.292 2.094 1.160
Inputs PI (%) 24 16.000 45.000 27.733 8.033 4.422
womc (%) 24 16.000 19.000 18.156 0.586 0.377
Ac 24 0.700 2.000 1.225 0.347 0.196
MDD (g/Cm3) 24 1.250 1.990 1.784 0.215 0.108

2.3. Linear Normalizations

In a database context, each input or output variable is linked to specific units of
measurement. To mitigate the impact of units and improve the efficiency of artificial
intelligence training, a common approach involves data normalization. This process
rescales the data to fit within a standardized range, often between zero and one. The
normalization is achieved through the application of a linear transformation function, as
described below:

X — Xmin
Xmax - Xmin

The four terms in this equation are Xy, Xy, X, and Xorm, which correspond to
maximum, minimum, actual, and normalized values, respectively.

Xnporm =

)

3. Data-Driven Modelling
3.1. Classification and Regression Tree (CART)

In the realm of data mining, decision tree (DT) stands out as a widely used technique
known for its simplicity and interpretability [68]. Unlike complex black-box algorithms
such as artificial neural networks (ANNSs), DT provides a white-box model, making it
easier to comprehend and computationally efficient [69]. Among the various types of DT
methods, CART (classification and regression trees) has demonstrated a high accuracy and
performance for predicting engineering problems [70,71].

A specific type of DT, known as regression tree (RT), employs recursive partitioning to
divide the dataset into smaller regions with manageable interactions [70,71]. RT consists
of root nodes, interior nodes, branches, and terminal nodes. It utilizes a binary-dividing
procedure based on questions about independent variables to achieve optimal splits and
construct a tree with high purity [70,71].
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To select the best split in RT algorithms, the Gini index is often employed [72]. The
partitioning process continues until a stop condition—determined by parameters such as
the minimum number of observations, tree depth, or complexity—is met [73]. Pruning can
be applied to enhance the tree’s generalization capacity and prevent overfitting [74,75].

An essential capability of CART is its ability to detect and eliminate outliers during
the partitioning process [76]. Additionally, CART utilizes principal component analysis
(PCA) to identify crucial parameters for modeling [77,78].

Figure 5 shows a typical decision tree, comprising multiple nodes and branches. As
depicted in the figure, a combination of nodes and branches forms a leaf. Each node is
bifurcated into left and right nodes, guided by specific rules assigned to each branch (for
example, if Node A is less than or equal to “a’, then proceed to Node C). Ultimately, the final
node within each leaf reveals the predicted output (exemplified by nodes D-G in Figure 5).

()
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o
=
=
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'_

Note: a, b and c are the input parameters of database

Figure 5. A typical decision tree for CART.

3.2. Genetic Programming (GP)

Genetic programming (GP) is a remarkable field in artificial intelligence and machine
learning, utilizing evolutionary algorithms to create computer programs [79]. Proposed by
John Koza in the early 1990s [80], GP has become widely researched and applied across
various domains, including image recognition, classification, and prediction. One of its
key strengths lies in its flexibility, enabling it to address a diverse range of problems in
fields such as engineering, finance, and biology [81]. Moreover, GP’s ability to automati-
cally generate computer programs without human intervention saves valuable time and
effort [82]. Additionally, it excels at optimizing complex functions that may be challenging
for traditional methods, and its creative nature often leads to unexpected and innovative
solutions, potentially uncovering new discoveries.

However, despite its advantages, GP does come with certain drawbacks. Its computa-
tional demands can be time consuming, especially when dealing with large search spaces.
Furthermore, the generated programs can be challenging to understand and interpret,
which can hinder result validation [54,83]. A GP’s performance may also be influenced by
the choice of parameters, and it may not always achieve the optimal solution. Additionally,
there is a risk of overfitting, as GP-generated programs can become overly specialized to
the training data, potentially limiting their generalization to new and unseen data [54,83].
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Genetic programming manipulates and optimizes a population of computer models
(or programs) to find the best-fitting solution for a given problem. It involves creating an
initial population of models, each comprising sets of user-defined functions and terminals.
These functions may include mathematical operators (e.g., +, —, %, and /), Boolean logic
functions (e.g., AND, OR, and NOT), trigonometric functions (e.g., sin and cos), or other
custom functions, while the terminals can consist of numerical constants, logical constants,
or variables. These elements are randomly combined in a tree-like structure, forming a
computer model that is evolved over generations to improve its performance in solving the
problem at hand, as represented in typical GP tree structures. Figure 6 shows an example

of a function of [(x1 + x2) x (x3 — 3)]%.

Root node

™ Functional nodes

Terminal nodes

Figure 6. Common illustration of the tree representation in genetic programming (GP) for the function
[(x1 +x2) x (33— 3)]%.

4. Results

In the development of artificial intelligence (Al) systems, the evaluation of various
models is of paramount importance. This assessment process relies heavily on statisti-
cal parameters, which are instrumental in gauging the performance of AI models. The
essential parameters are outlined by Equations (2)—(7), encompassing the mean absolute
error (MAE), mean squared error (MSE), root mean squared error (RMSE), mean squared
logarithmic error (MSLE), root mean squared logarithmic error (RMSLE), and coefficient of
determination (R?). Leveraging these metrics, both researchers and developers can aptly
gauge and juxtapose the efficacy of distinct Al models [54].

MAE — =N Xm = Xp) (XII‘\‘]_ Xp) 2

Mmsg — =N Xm = Xp) (X“I‘\, %) 3)

RMSE = ‘W 4)

wisLg — I (10810Xm + 11\[ —logy [Xp +1]) -
RMSLE \/ ¥ (10g;0[Xm + 1]N —logy [Xp +1]) ©
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where N, X, and X, areihe numﬁber of datasets, actual values, and predicted values,
respectively. In addition, Xi, and X, are the averages of the actual and predicted values,

respectively. To have the best model, R? should be 1 and MAE, MSE, RMSE, MSLE, and
RMSLE should equal 0.

@)

4.1. Classification and Regression Tree (CART) Results

In this study, the development of the CART model was carried out using the MATLAB
2020 software package. The validity of a CART model hinges on selecting suitable distance
ranges and maximum tree depth. Several strategies were tested through trial and error to
determine the optimal values for these key parameters. Typically, setting a high value for
the maximum tree depth may lead to an excessively complex model. Conversely, opting
for a small value for the tree depth may result in the removal of certain input parameters,
as the algorithm strives to minimize prediction errors. By iterating through trial and error,
the most favorable CART model with well-tuned key parameters can be identified.

Figures 7-9 present the performance of the optimal CART model, showcasing the pre-
dicted values versus the actual values obtained from experiments for CBR, UCS, and Ry4jye
testing, respectively. The results indicate that the CART method demonstrated satisfactory
predictive capabilities in accurately determining the CBR, UCS, and Ry, parameters.

Tables 4-6 present a detailed evaluation of the best CART model’s overall performance
in predicting the CBR, UCS, and Ry, parameters. These tables aim to provide compre-
hensive insights into the accuracy and generalization capabilities of the model on both
the training and testing databases. Table 4 focuses on the CART model’s performance
in predicting the CBR parameter. The metrics utilized for the evaluation include MAE,
MSE, RMSE, MSLE, RMSLE, and R2. The model demonstrates excellent accuracy, with low
MAE (0.976 for training and 1.141 for testing) and RMSE (1.195 for training and 1.363 for
testing) values. The minimal MSLE and RMSLE values (approximately 0.004) indicate that
the model’s predictions were closely aligned with the actual CBR values. Additionally,
the high R? values (0.990 for training and 0.982 for testing) suggest that the model cap-
tures a substantial portion of variance in the data, leading to reliable predictions of the
CBR parameter.

50 50
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Figure 7. The results of CART modelling for predicting CBR using (a) training and (b) testing databases.
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Figure 9. The results of CART modelling for predicting Ry 41y using (a) training and (b) testing
databases.

Table 5 evaluates the CART model’s performance in predicting the UCS. The model
performed admirably with reasonably low MAE (3.262 for training and 3.742 for testing)
and RMSE (3.868 for training and 4.300 for testing) values, showcasing its accuracy in
predicting the UCS. The MSLE and RMSLE values (both approximately 0.001) further
reinforce the strong correlation between predicted and actual values. The high R? values
(0.985 for training and 0.980 for testing) indicate that the model captured a significant
portion of variation in the data, resulting in reliable UCS predictions.

Table 6 highlights the CART model’s performance in predicting the Ry 1, parameter.
Once again, the model delivered impressive results, as indicated by the low MAE