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Abstract: Oil and gas construction projects are of great importance to support and facilitate the process
of operation and production. However, these projects usually face chronic risks that lead to time
overrun, cost overrun, and poor quality, affecting the projects’ success. Hence, this study focused
on identifying, classifying, and modeling the risk factors that have negative effects on the success of
construction projects in Yemen. The data were collected through a structured questionnaire. Statistical
analysis, relative important index method, and probability impact matrix analysis were carried out
to classify and rank the risk factors. The partial least squares path modeling or partial least squares
structural equation modeling (PLS-PM, PLS-SEM) is a method for structural equation modeling
that allows an estimation of complex cause–effect relationships in path models with latent variables.
PLS-SEM was employed to analyze data collected from a questionnaire survey of 314 participants
comprising the clients, contractors, and consultants working in oil and gas construction projects.
The results showed that the goodness of fit index of the model is 0.638. The developed model was
deemed to fit because the analysis result of the coefficient of determination test (R2) of the model
was 0.720, which indicates the significant explanation of the developed model for the relationship
between the causes of risks and their effects on the success of projects. The most impacted internal risk
categories include project management, feasibility study design, and resource material availability.
The main external risk elements include political, economic, and security considerations. The created
risk factor model explained the influence of risk factors on the success of construction projects
effectively, according to statistical and expert validation tests.

Keywords: construction project; risk management; PLS-SEM; RII; PIM

1. Introduction

In the construction industry, uncertainty constitutes a global phenomenon, and very
few projects complete within the expected costs and timetable. In both developed and
the least developed countries, the risk is a major issue in construction projects; however, this
trend in the least developed countries is very serious, where it sometimes exceeds 100% of
expected costs and time [1,2]. Construction risks typically result in time and expense over-
runs, as well as consequences on project deadlines. As a result, most construction projects
were delayed or over budget because project managers were unable to effectively manage
risk [3]. Contrarily, the growing complexity of economies of the world’s least developed
nations has led to an increasing perception that these issues are increasingly commonplace.
Complexity of design and planning, involvement of various parties (project manager,
designers, suppliers, and vendors, etc.), the availability of resources (materials, facilities,
and funds), the environment, political, and economic situation of the country are just
some of the factors that contribute to today’s engineering projects having a higher risk
of failure [4]. In addition, ventures to develop oil and gas are subjected to risks due to
considerable investment in resources, the intervention of many parties involved, the use
of advanced technology, and high social and climate impacts [5]. It is very important to
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develop a model of risk factors that affect the success of the construction project, according
to the recommendations of many project management researchers [6–9].

In addition, there is a lack of studies on the analysis of causality and the impacts
between risk factors in gas and oil projects in Yemen, which provides the researcher with
the ability to analyze and model the risk factors impacting project performance using
the structural equation modeling (SEM) method. SEM is a conceptual representation visual
equivalent [10] with advance multivariate instrument functionality to assess the magni-
tude of the relations between the factors [11–16]. Evaluating cause and effect interactions
between variables is becoming more popular [17,18]. Through this analysis, major risk
factors are identified, which have an adverse effect on project performance, and the struc-
tural model is built to account for risk factors that affect oil and gas projects. Accordingly,
oil and gas developing projects are facing multiple challenges that can adversely affect
the execution of projects. Risk management research in oil and gas project management
are therefore urgently needed. The study objective is to determine the relation between
risk factors and project performance in oil and gas construction projects in Yemen as a case
study in order to provide suggestions for reducing significant risks. There are many aims
in this research, including:

• Determine the most prevalent risk variables and their impact on the success of oil and
gas construction projects.

• Provide a risk factor framework for construction projects.
• Assess and categorize the risk variables affecting construction projects.
• Develop a structural model that evaluates the relation between cause-and-effect factors

on project success.

The main objective of this research is to develop a model that explains the underlying
relationship between the causes of risks in construction projects in the oil sector and their
effects on the success of the construction project. This will be verified by analyzing the data
received from the participants in the questionnaire using structural equation modeling.

2. Research Background

Risk management is crucial in the construction sector to achieve project goals (time,
cost, quality, professional safety). The risk management system helps project managers pri-
oritize resources and make more reliable judgments, resulting in project success and attain-
ing goals. No party competent to fund and handle the risks should have assigned/allocated
them. To shorten the time between the theoretical and practical stages of a construction
project, the project team must recognize and manage numerous risks and uncertainties.
Construction hazards are a common occurrence in most, if not all, construction projects.
Failure, loss, or unexpected returns are all examples of risk. The risk is considered to
be a possible threat, especially in the construction industry, taking into account invest-
ment and time constraints [19]. Construction is one of the most competitive, dangerous,
and demanding sectors with mega-organizational and project-based needs [20]. Because
of the difficulty and novelty of construction projects, not only do they exceed the num-
ber of risks in the other sectors, but the risks often vary from one construction project to
another [16].

By protecting their most precious assets and resources, risk management helps people
and organizations cope with uncertainty. Avoidance, reduction, or control of risks is risk
management. The cost of risk management should be weighed against the potential returns.
Systematic risk management is a management technique that involves practical experience
and training [20]. Every risk management process requires particular tools and techniques
to be utilized, and for this purpose, a great variety of techniques have been sophisticated
in the literature review, where the most widely adopted ones are shown in Table 1.
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Table 1. Risk management process techniques.

Technique References

Brainstorming [21,22]
Change Analysis (ChA) [23]
Checklist [24]
Interviews [17]
Delphi Method [18,25]
Expert Judgement [26]
Cause and Consequence Analysis [27]
Fuzzy Logic [28,29]
The Event Causal Factor Charting (ECFCh) [30]
The Expect Monetary Value (EMV) [30]
Failure Mode–Effects Analysis (FMEA) [31]
Hazard–Operability (HAZOP) [24]
The Fault Tree Analysis (FTA) [32]
Hazard Review (HR) [33]
Pareto Analysis (PA) [5]
Risk Breakdown Matrix (RBM) [34]
Monte Carlo Method [35]
The Risk Breakdown Structure (RBS) [36]
Probability and Impact Matrix [37,38]
Relative Importance Index (RII) [39,40]
Risk Index [41]
The Strengths–Weaknesses–Opportunities–Threats [42]

Furthermore, each step of the risk assessment requires a distinct amount of information
and depth, necessitating the use of appropriate approaches [37]. The purpose of the risk
analysis, such as monitoring economic and financial outcomes, verifying quality variation,
or tracking time delays, may also serve as a criterion for determining the most effective risk
management approaches to be used in the situation [42]. According to [43], the construction
projects in some cases fail to meet budgeted targets, since cost performance is one of
the measures used to judge their success. Success is measured by time, cost, and quality.
Compared to project success, risks heavily impact these three key factors. Because project
operations are unique, complex, and dynamic, these hazards may be categorized. A lack of
quality projects or even project cancellation or failure might come from these risks. One of
the problems of construction projects is forecasting unnecessary costs and finishing on time.
Studies suggest that risk variables may significantly affect construction projects, as seen
in Table 2. This research will describe the direct and indirect link between risk sources and
consequences throughout the construction project’s life cycle.

2.1. Relationship between Risk Factor Causes and Project Success

Since risk variables vary greatly across sectors and nations, the study of risk manage-
ment for successful projects in oil and gas construction is vital for good project management.
This study’s goal is to establish a link between the risk factors studied and the success of oil
and gas operations in Yemen. According to [3], risks and their sources and characteristics
must be properly assessed in order to help the project team come up with realistic solutions
to reduce them.

To make risk management more beneficial to construction project participants, a model
for assessing risk variables impacting project performance should be studied [44]. According
to [45], an oil and gas refinery construction project in India was used to develop an integrated
analytical framework for project risk management. Project managers identified time, financial,
and quality risks using cause-and-effect diagrams for each project work package. The risk
management group then collated the identified factors for the full project. The AHP (ana-
lytic hierarchy process) enables the discovery of significant variables impacting time, cost,
and quality. The authors of [46] used correlation analysis to assess the causal linkages between
causes and effects. However, [47] found the time and cost overruns may be caused by client–



Gases 2022, 2 36

contractor relationships, whereas client–contractor relationships and external circumstances
may cause conflicts. Disagreements may be arbitrated rather than sued because of client, labor,
contract, and external situations [48]. Many writers have examined both direct and indirect
correlations between factors and outcomes, as previously indicated.

2.2. Conceptual Research Model

Through previous studies and a literature review in construction projects and in par-
ticular in the oil and gas sector, a model containing 13 hypotheses of risk groups was
developed to ascertain the impact of risk factors on the success of the construction project
in the oil and gas sector in Yemen. A theoretical or hypothetical model is developed from
a review of the literature [49]. This model serves as the basis for testing the relationships
between independent and dependent variables [51]. The developed theoretical model
focuses on the relationships between the risk factors (e.g., client, contractor, consultant,
tendering and contract, risk management, economic risk and equipment, and materials)
and effects (e.g., project success, effect on time and effect on cost) of construction projects
in oil and gas as well as integrates such linkage. To address a research gap and to pro-
vide a complete understanding of the risk factors and effects integrated into this model,
the following hypotheses are constructed based on the relationships of the risk factors
(independent variables) with effects on construction projects (dependent variable):

H1: Client-related risks affect the success of construction projects.
H2: Contractor-related risks affect the success of construction projects.
H3: Consultant-related risks affect the success of construction projects.
H4: Construction project success is influenced by feasibility research and design risk considerations.
H5: Tendering and contract-related risks impact the success of construction projects.
H6: Supply chain risk considerations impact construction project success.
H7: Project management-related risks impact construction project success.
H8: Country economic risk variables affect the success of construction projects.
H9: Country political risk considerations affect the success of construction projects.
H10: Local people-related risk variables affect the success of construction projects.
H11: Environmental and safety risks impact construction project success.
H12: Security-related risks impact construction project success.
H13: Risk issues associated to force majeure affect the success of construction projects.

Table 2. Risk factors effects in the previous study.

Risk Effects References

Time overruns [52–57]
Cost overruns [44–50]
Poor quality [7,56–70]
Failure to achieve the project objectives [1,54–56]
Stop the project [1,57–62]

2.3. Taxonomy of Literature Review

Similarities and differences with the study aims of past research, what the researcher
plans to complete, and the researcher should continue from past research are outlined
in this section. Most research in this subject involves brainstorming, checklists of prior
projects, literature reviews, and expert opinions to identify potential risks in construction
projects. These include brainstorming, checklists, sensitivity analyses and risk registers [52].
We evaluate studies in construction for many nations such as Yemen, and then, we review
studies in oil and gas construction projects as well as the preceding research. The resultant
framework, which incorporates 51 risk variables in oil and gas construction projects, must
be reviewed and studied using multiple methodologies, each with benefits and drawbacks.

Most of the published articles on construction project delays used CB-SEM or the Rel-
ative Importance Index (RII), whilst some articles used Statistical Package for the Social
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Science (SPSS), Frequency index (FI), and Severity index (SI). The literature study was
implemented in current scientific journals between 2008 and 2018, and most of the elements
impacting project performance were limited by the articles, as shown in Figure 1. This is
also the start of the data gathering phase, which is crucial to the study’s outcome.
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3. Research Methodology

The research methodology is the way to answer questions and indicate the problem,
and whenever an appropriate methodology is chosen, it helps to obtain proper research
and contributes effectively to knowledge. This stage includes also the development of
the risk factors framework for further study and analysis of these factors, their reliability
and the validity at the next stage design of the questionnaire, the pilot study, and the subse-
quent development of the final questionnaire, which will be presented to the participants
in the community chosen to conduct the study.

This stage includes the first stages of the analysis of the pilot study and takes partici-
pants’ notes to redesign the final questionnaire and send it to survey participants. The pilot
study results were presented to a group of experts and project managers in Yemeni oil
companies who have more than 20 years of experience in this field. After the final ques-
tionnaire design, we determined the sample size of the study, and the survey was sent
to participants and the tracking response. Moreover, the data collection phase began and
was coordinated in preparation to begin a process of analysis, which are the most critical
stages of the study before obtaining the results. This study adopted a quantitative method
in the analysis of data received from participants in the survey and passed several stages
of analysis from the demographic analysis of participants and then statistical analysis
of the data to know the degree of correlation between the independent and dependent
variables. Then, we used the structural equation method to analyze the study’s hypotheses
and their validity through the PLS-SEM technique using SmartPLS 3 software. The authors
will discuss the data analysis stage in detail later, followed by the recommendations and
conclusion of this research.
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3.1. Questionnaire Design Steps

The survey questionnaire was used to experimentally examine the hypothesized
associations; the study framework’s variables should be developed and assessed. Much
research implies that creating a questionnaire is a complex endeavor requiring creative,
scientific, and experiential abilities. Figure 2 presents the six steps in the planning of
the questionnaire design:
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The main purpose of this survey is to investigate and assess the risk factors affecting
construction projects’ success and their management strategies in Yemen, examine the cur-
rent knowledge base regarding the concept of risk management risks and practices in the oil
field sector, and identify the main risk factors that affect the main elements of the project
(time, cost, and quality), which cause projects to be delayed or fail due these risks.

The questionnaire is divided into eight sections:

a. Introduction.
b. General information about the participant.
c. General questions about construction risk management in Yemen.
d. The measurement scale of the impact of internal risk factors.
e. The measurement scale of the probability of internal risk factors.
f. The measurement scale of the impact of external risk factors.
g. The measurement scale of the probability of external risk factors.
h. The measurement scale of effects of risk factors in oil and gas project success.

3.2. Data Analysis Methods

Following a descriptive data analysis, the relative significance of risk factors is deter-
mined using the relative important index method (RII), which was followed by the degree of
risk impact using a probability impact matrix (PIM) of risk factors. We used structural equa-
tion modeling (PLS-SEM) to test the study’s hypotheses about risks in construction projects
in Yemen’s oil and gas industry and to determine the impact on the project’s success.
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3.2.1. Statically Analysis

The first step of the analysis is the statistical analysis, which includes the demographic
analysis of the questionnaire participants and the descriptive analysis of data, as well
as the validity and reliability of the questionnaire. This gives a preliminary and essential
indication of the authenticity and accuracy of the data and the missing data during the ques-
tionnaire. At this stage, the statistical program SPSS v25 was used, which contains a set
of useful and essential tests, and this will help to check the missing and duplicated data
and initiate data processing for use in structural equation modeling by the SMART PLS
Program. Descriptive analysis and a reliability test are used to identify whether the data
are valid and reliable or not; the result of Cronbach’s alpha for all variables should be more
than 0.7 to be accepted.

3.2.2. Relative Important Index (RII)

Using Equation (1), we computed the relative importance index (RII) for each risk.
The risk rating is derived by multiplying the likelihood and effect of risk [43]. The risk
classification may be used to prioritize hazards for quantitative evaluation or response
planning. The unique mix of chance and effect determines whether a risk is classified
as high, moderate, or low (importance).

RII = W/(A × N) (1)

where RII refers to the Relative Importance Index.
W is the respondents’ weighted average of each factor, ranging from 1 to 5.
The maximum weight (in this case, five) is A, and the total number of answers is N.

3.2.3. Probability–Impact Matrix (PIM)

PMI stands for probability and impact matrix, risk categorization, and data quality
evaluation [4]. According to [45], the project risk analysis (risk matrix or Ishikawa diagram)
is often used to detect and assess risk in project assessment and selection. This research
may use the probability and impact matrix as a qualitative technique. According to [38],
Figure 3 shows the Likelihood and Impact Matrix, which is a “relative scale” that provides
values such as high, major, moderate, and low.
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• Red zone (light and dark): Risks in this zone are serious and should be avoided or
mitigated at all costs.

• Yellow zone: moderate risks that should be controlled.
• Green zone (light and dark): Low-level risks that may be monitored, controlled,

or disregarded.

According to [50], a matrix integrating probability and impact to determine risk
ratings (very low, low, moderate, high, and very high) is useful. Risks with high like-
lihood and impact should be investigated extensively, with proactive risk management.
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The authors of [51] indicate the project’s overall risk score from qualitative risk analysis,
while the authors of identify prioritized risks, risks for further research and management,
and qualitative risk analysis trends. The authors of [52] consider having team members
redo qualitative risk analysis during the project’s lifespan to see whether risk management
action is required or a mitigation strategy is effective. The P-I Matrix approach uses a prob-
ability impact matrix to assist the construction project team with concentrating on the most
important influence of risk variables. The likelihood and impact matrix may be employed
as a qualitative tool in this study.

3.2.4. Structural Equation Modeling (SEM)

SEM allows researchers to account for measurement error in observed variables as well
as unobservable ones evaluated indirectly through indicator variables [53]. PLS-SEM is
a growing statistical modeling technique with several articles published on it. The authors
of [89] clarify the nature and role of PLS-SEM in social and management sciences research
and hopefully make researchers aware of a tool that will enable them to follow research
opportunities in new and different ways.

3.2.5. Partial Least Squares–Structural Equation Modeling (PLS-SEM)

Partial least squares structural equation modeling (PLS-SEM) is a new generation sta-
tistical data analysis approach that, despite its recent inception, is rapidly gaining traction
in academia: it has piqued the interest of academics across a wide range of methodologies,
resulting in a vibrant and ever-evolving tool. Managers of organizations and government
agencies, as well as academics and researchers, now have access to a significant amount of
data to evaluate for decision making and the discovery of new results. The goal of PLS-
SEM is to maximize the explained variance of endogenous latent components (dependent
variables). PLS-SEM was chosen for its ability to detect important driving structures [54]
and handle non-normal data sets [55]; it has minimum demand for sample size. Moreover,
PLS-SEM was conducted using the SmartPLS software package [56]. Many construction
project management academics use this strategy to generate models in project risk manage-
ment [57,58] in research into the causes of cost overruns for projects [59] or delays in project
execution time [60] and featuring precise calculations and modern methods to develop
models and check the validity of hypotheses.

The steps of structural equation modeling analysis using partial least square (PLS-SEM)
can be seen in Table 3.

Table 3. PLS-SEM analysis steps [61].

PLS-SEM
Assessment of Measurements Model
(Outer Model)

Convergent Validity
1- Individual item reliability
2- Composite reliability
3- Average Variance Extracted

Discriminate Validity
1- Cross loading
2- Variable correlation (Root square of AVE)

Assessment of Structural Model
(Inner Model)

1- The Hypotheses Testing (Path Coefficient)
2- The Coefficient of determination-R2

3- Effect size-f2

4- Predictive relevance Q2

5- Goodness of Fit of the Model-GoF

Figure 4 depicts the suggested model of risk variables and their influence on the suc-
cess of oil and gas operations in Yemen. The first order includes the thirteen groups of
risk factors, as shown in the framework earlier, and the second order includes the main
categories of internal and external risks, which will be analyzed on the basis of the PLS-SEM.
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The appropriate methodology for any scientific research is to answer the questions
and achieve the objectives of the research. At the end of this section, we summarize
the methodology used to achieve the objectives of the study with the methods and tools
necessary to achieve this, as in the following Table 4.

Table 4. The methods, techniques, and tools used in research.

Objective No. Methods and Techniques Tools

Objective 1 Literature Review Previous studies, papers, books

Objective 2 Literature Review, Pilot study,
Expert judgment Previous studies, Questionnaire

Objective 3 Statistically analysis and Ranking SPSS, RII, PIM
Objective 4 Structural Equation Modeling (SEM) PLS-SEM

4. Research Result
4.1. Reliability Test for Risk Factors

In this section, the initial Cronbach’s alpha values are computed based on 61 risk
factors and five effects on oil and gas construction project success. There are thirteen
groups of risk factors on the group of effects available for different success parameters.
The Cronbach’s alpha is computed in SPSS. If the result of the initial Cronbach’s alpha value
is smaller than the minimum, some problems are deleted, and the item deletion process
will be stopped when the improved coefficient alpha value meets the minimum [62].

A reliability study examines the obtained data’s consistency using Cronbach’s alpha,
which spans from 0 to 1. Cronbach’s alpha indicates the data’s internal consistency [63].
If the Cronbach’s alpha value is less than 0.3, the data are unreliable. If the Cronbach’s
alpha score is greater than 0.7, the data are consistent. [64]. Table 5 shows the Cronbach’s
alpha of the pilot study.
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Table 5. Cronbach’s alpha test of risk factors and effects (pilot study) [38].

NO Construct Measurement Scales Number of
Items

Cronbach’s
Alpha

Risk Factor Groups

1 Client-related risk factors—CL 6 0.898
2 Contractor-related risk factors—CO 3 0.883
3 Consultant-related risk factors—CN 3 0.834
4 Feasibility study and design-related risk factors—FD 5 0.926
5 Tendering and contract-related risk factors—TC 4 0.838
6 Resources and material supply risk factors—RM 5 0.895
7 Project management-related risk factors—MR 5 0.944
8 Country economic-related risk factors—EC 4 0.922
9 Political risk-related risk factors—PO 4 0.915
10 Local peoples-related risk factors—LP 3 0.771
11 Environmental and safety-related risk factors—EN 3 0.861
12 Security risk-related risk factors—SE 3 0.899
13 Force majeure-related risk factors—FM 3 0.878
14 All construct measurement scales 51 0.974
15 Risk effects on project success
16 Effects related to project success 5 0.81

The model’s Cronbach’s alpha was substantially above 0.7, indicating all components
are reliable and the test is internal.

4.2. Pilot Study Validation Using Experts Judgment

After performing pilot research, the list of 61 risk indicators was forwarded to four
specialists in oil and gas construction projects in Yemen with over 20 years of experience.
As they suggested to combine some, to eliminate some, and that some have no mean-
ingful influence or the chance of occurrence is extremely tiny and cannot be regarded
within the risk factors impacting projects, expert opinion was very useful in identifying
the most crucial variables. Based on the results of the pilot research and expert opinion,
the study’s risk variables will be reduced from 61 to 51. Having a final risk factors frame-
work helps this research concentrate on elements that impact the success of an oil and gas
construction project.

4.3. Background of the Respondents

A total of 360 questionnaire sets were distributed to randomly selected oil and gas
companies operating in Yemen; of which 323 were received, and 314 were deemed acceptable.

4.3.1. The Average Age of the Participant

About 44% of the participants are the largest number of participants aged between
40 and 50 years, which were followed by the second category, aged 30–40 years, with 41%.
The smallest group was the 12 respondents aged under 30 years.

4.3.2. Years of Experience

Fortunately, the majority of the participants have more than 10 years of experience
in oil and gas construction projects. Amongst the 314 respondents, 102 (32.50%) had 10 to
20 years of experience, 81 (25.80%) had 5 to 10 years of experience, 66 (21.00%) had 20 to 30
years of experience, and 20 (6.40%) had more than 30 years of experience.

4.3.3. Job Title of Participants

In this study, the sample was carefully selected to have a direct relationship with
the project management during the life cycle of the construction project from the feasibility
study to the delivery and operation of the project, and the job titles were distributed to
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include the administrative side, procurement, contracts, designs, engineers and supervising
the site. The respondents were asked to specify their job title.

4.3.4. Probability-Impact Matrix Analysis

Table 6 provides the probability and effect matrices for the top 10 risk variables.
This analysis is critical in preparing the risk response strategy throughout the project’s
different phases. For optimum risk management, there should be a strategy to handle risks
with high impact and probability initially, while risks with low impact and probability are
addressed later in the response plan. In practice, balancing high probability risks with little
effect versus low probability risks with significant impact may be difficult. To rank risk
variables, the researcher aims to combine probability and effect metrics (PIM-Analysis).

Table 6. Probability–Impact Matrix for top ten risk factors [38].

No Risk Factors Related Group Impact Probability Matrix Zone
1 Wrong Project Cost Estimation Feasibility study and Design VH VH
2 Wrong Project Time Schedule Estimation Feasibility study and Design VH H
3 Political Instability Political H VH
4 Improper Project Feasibility Study Feasibility study and Design H VH
5 Delay in Decision Making Client H VH
6 Lack of Infrastructure Projects Country Economic H H
7 Poor Quality of Construction Materials Resources and Material H H
8 Shortage and Low Productivity of Laborers Resources and Material H H
9 Poor Contract Management Consultant H H

10 Inadequate Coordination among Contractors Contractor H H

4.3.5. Relative Importance Index Method (RII)

Table 7 ranks the risk variables based on their relative relevance index, combining their
likelihood of occurrence and impact to provide a reliable risk analysis based on (Risk Index
= Risk Probability × Risk Severity) [65].

Table 7. The RII for the cause of risk factors [66].

Code Risk Factors
Risk Impact Risk Probability Overall

RII Rank RII Rank RII Rank

CL1 Delay in Decision Making 0.675 21 0.821 4 0.554 4
CL2 Unstable of Government 0.779 1 0.742 14 0.578 1
FD1 Improper Project Feasibility Study 0.707 9 0.718 19 0.508 9
FD4 Wrong Project Cost Estimation 0.717 7 0.793 6 0.568 2
FD5 Wrong Project Time Schedule Estimation 0.714 8 0.779 10 0.556 3
TC3 The Terms of the Contract are Unclear 0.625 41 0.875 1 0.547 7
EC1 Economic and Financial Crisis 0.634 38 0.796 5 0.504 10
RM1 Shortage and Low productivity of labours 0.678 18 0.757 12 0.513 8
PO1 Political Instability 0.656 30 0.836 3 0.549 5
FM3 War in Country 0.645 33 0.850 2 0.548 6

The complete RII analysis finds that the largest risk factor in oil and gas projects is
(Unstable Government), with an RII of 0.578, followed by (Incorrect Project Cost Estimation),
with an RII of 0.568, and (Delay in Decision Making), with an RII of 0.554. As a result,
items are prioritized based on their relative importance to the project’s success. While it is
difficult to grant all risk factors the same amount of attention, time, effort, and money,
the table below enables the risk management team to classify and prioritize their influence
on project success.
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4.3.6. Partial Least Squares Structural Equation Modeling (PLS-SEM)

SEM, similar to many other multivariate statistical approaches, is a relatively recent
discovery. However, as noted before in the literature review, SEM has begun to influence
finance, accounting, and project management. SEM is often used to study connections
between combinations, such as satisfaction, ambiguity of role, position, or cause-and-effect
relationships [67]. This portion analyzes data using structural equation modeling and PLS
to identify the sources and impacts of risk in oil and gas construction projects.

Assessment of Measurements Model

The outer measurement model seeks to calculate observable and hidden variables’
reliability, internal consistency, and validity. Convergent and discriminant validity tests are
used to evaluate.

a. Convergent Validity
An AVE score of 0.50 or higher shows that the build explains more than half of

the variability of its measurements [64]. Table 8 and Figure 5 illustrate convergent validity
findings. So, the suggested conceptual model has to be reliable, convergent, and have
discriminant validity.

Table 8. Results of measurements model—Convergent validity.

2nd Order Constructs AVE CR Exogenous
Constructs Items Loadings AVE CR Alpha

Internal Risk Factors 0.570 0.976 Client—CL CL1 0.821 0.593 0.897 0.863
CL2 0.809
CL3 0.767
CL4 0.728
CL5 0.770
CL6 0.721

Contractor—CO CO1 0.855 0.764 0.907 0.846
CO2 0.877
CO3 0.890

Consultant—CN CN1 0.874 0.735 0.893 0.820
CN2 0.823
CN3 0.874

Feasibility Study and Design—FD FD1 0.876 0.768 0.943 0.924
FD2 0.803
FD3 0.894
FD4 0.911
FD5 0.893

Tendering and Contract—TC TC1 0.784 0.705 0.905 0.86
TC2 0.855
TC3 0.868
TC4 0.849

Resources and Material Supply—RM RM1 0.833 0.695 0.919 0.889
RM2 0.757
RM3 0.845
RM4 0.883
RM5 0.844

Project Management—MR MR1 0.880 0.808 0.955 0.941
MR2 0.893
MR3 0.924
MR4 0.909
MR5 0.889

External Risk Factors 0.638 0.972 Country Economic—EC EC1 0.886 0.779 0.934 0.905
EC2 0.894
EC3 0.864
EC4 0.886

Political risk—PO PO1 0.905 0.793 0.939 0.913
PO2 0.892
PO3 0.886
PO4 0.878

Local Peoples—LP LP1 0.882 0.734 0.892 0.819
LP2 0.887
LP3 0.799
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Table 8. Cont.

2nd Order Constructs AVE CR Exogenous
Constructs Items Loadings AVE CR Alpha

Environmental and Safety—EN EN1 0.904 0.805 0.925 0.879
EN2 0.902
EN3 0.886

Security Risk—SE SE1 0.863 0.808 0.926 0.880
SE2 0.916
SE3 0.916

Force Majeure—FM FM1 0.878 0.763 0.906 0.845
FM2 0.870
FM3 0.873

Endogenous
Constructs Constructs Items Loadings AVE CR Alpha

Risks effect on Project Success Cost overruns 0.595 0.549 0.826 0.74
The project objectives failure 0.761
Project stop 0.741
Overruns of time 0.800
The Project Poor Quality 0.591
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Based on [68], rather than removing signs when their exterior load falls below 0.70,
scientists will assess the impact of removal on the concrete’s quality and the construction’s
substance. If the composite dependability is more than the suggested threshold, then
we eliminate indications with outer loads between 0.40 and 0.70. Content validity values
generally retain indicators with reduced outside loads. Figure 6 shows the deleted proposals
based on outer loadings.
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Figure 6. The testing of outer loading relevance.

b. The Discriminant Validity
The discriminant validity based on [56] is the concept’s empirical differentiation from

other constructs. Nonetheless, discriminating validity implies that the concept is distinct
from other constructs in the model.

c. Fornell–Larcker Test
The Fornell–Larcker criteria assess discriminant validity in a more conservative man-

ner [90]. Latent variable correlations are squared using the AVE. The highest correlation
should surpass the square root of each construct’s AVE. That is, the AVE should be greater
than the squared correlation. This method’s dialectic assumes that a construct’s variance is
higher than other measurements. Table 9 shows the Discriminant Validity Fornell–Larcker
for risk factors.

Table 9. Discriminant validity Fornell–Larcker risk factors.

CL CN CO EC EN FD FM LP PO MR RM SE TC
Client-CL 0.770
Consultant-CN 0.655 0.857
Contractor-CO 0.768 0.763 0.874
Country Economic-EC 0.684 0.586 0.677 0.883
Environmental and Safety-EN 0.566 0.680 0.627 0.740 0.897
Feasibility study & Design -FD 0.720 0.814 0.775 0.692 0.755 0.876
Force Majeure-FM 0.514 0.533 0.567 0.795 0.692 0.600 0.873
Local Peoples-LP 0.596 0.720 0.665 0.768 0.739 0.743 0.718 0.857
Political risk-PO 0.604 0.525 0.635 0.871 0.714 0.638 0.802 0.777 0.890
Project Management-MR 0.640 0.723 0.787 0.794 0.719 0.780 0.762 0.770 0.768 0.899
Resources and Material supply-RM 0.743 0.724 0.781 0.780 0.700 0.770 0.701 0.745 0.755 0.845 0.833
Security risk-SE 0.580 0.569 0.593 0.846 0.749 0.710 0.804 0.782 0.803 0.766 0.738 0.899
Tendering & Contract-TC 0.747 0.734 0.783 0.664 0.614 0.819 0.641 0.710 0.676 0.776 0.800 0.650 0.839

d. Cross-Loading
Two new selective validity mechanisms are presented. The first step is to examine

the cross-loadings of the indicators. This means the indicators outside loading on a variable
should be greater than all other variables’ outer loadings combined. Cross-loadings beyond
the outer loadings of the indicators are a discriminating validity concern. Discriminatory
validity is established by this condition [12]. As indicated in Table 10, it is quite probable
that two or more notions have discriminant validity. A cross-loading table is one of the im-
portant tests to examine the affiliation of risk factors to the group specified in the proposed
study model and not to overlap with another group. The result of the analysis showed that
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all risk factors are more related to its group than to any other group within the study model,
and this indicates that the correlation is strong between the risk factor and the variable to
which it belongs.

Table 10. Discriminant validity—Cross-loading for risk factors.

CL CN CO EC EN FD FM LP MR PO RM SE TC
CL1 0.821 0.470 0.552 0.515 0.381 0.553 0.353 0.429 0.452 0.420 0.587 0.470 0.589
CL2 0.809 0.449 0.550 0.521 0.405 0.514 0.352 0.406 0.462 0.450 0.569 0.428 0.543
CL3 0.767 0.370 0.503 0.506 0.350 0.411 0.386 0.360 0.417 0.487 0.541 0.372 0.505
CL4 0.728 0.564 0.588 0.575 0.560 0.612 0.440 0.587 0.538 0.516 0.540 0.546 0.583
CL5 0.770 0.604 0.724 0.571 0.478 0.690 0.464 0.565 0.627 0.502 0.630 0.514 0.687
CL6 0.721 0.532 0.598 0.453 0.414 0.496 0.362 0.364 0.418 0.404 0.549 0.313 0.507
CN1 0.542 0.874 0.686 0.486 0.508 0.680 0.433 0.639 0.634 0.434 0.614 0.476 0.642
CN2 0.524 0.823 0.613 0.448 0.549 0.599 0.437 0.573 0.572 0.398 0.599 0.428 0.561
CN3 0.615 0.874 0.662 0.566 0.684 0.801 0.497 0.636 0.649 0.512 0.647 0.552 0.677
CO1 0.642 0.580 0.855 0.531 0.471 0.595 0.434 0.475 0.641 0.513 0.645 0.470 0.618
CO2 0.704 0.653 0.877 0.639 0.537 0.674 0.547 0.596 0.666 0.569 0.702 0.543 0.697
CO3 0.669 0.756 0.890 0.600 0.626 0.754 0.500 0.661 0.752 0.579 0.698 0.539 0.733
EC1 0.605 0.549 0.621 0.886 0.654 0.620 0.713 0.692 0.772 0.809 0.722 0.757 0.613
EC2 0.640 0.523 0.583 0.894 0.632 0.588 0.692 0.637 0.664 0.741 0.664 0.730 0.576
EC3 0.533 0.421 0.515 0.864 0.603 0.533 0.701 0.634 0.620 0.713 0.626 0.724 0.510
EC4 0.633 0.567 0.663 0.886 0.719 0.694 0.702 0.744 0.742 0.806 0.736 0.772 0.640
EN1 0.513 0.617 0.566 0.653 0.904 0.665 0.589 0.637 0.643 0.651 0.619 0.653 0.556
EN2 0.565 0.657 0.601 0.674 0.902 0.742 0.603 0.711 0.672 0.646 0.674 0.708 0.596
EN3 0.443 0.554 0.519 0.665 0.886 0.624 0.671 0.641 0.622 0.626 0.590 0.653 0.500
FD1 0.648 0.756 0.696 0.608 0.728 0.876 0.544 0.667 0.697 0.530 0.676 0.624 0.724
FD2 0.536 0.684 0.607 0.481 0.674 0.803 0.451 0.524 0.595 0.439 0.584 0.496 0.611
FD3 0.608 0.713 0.670 0.604 0.632 0.894 0.532 0.678 0.689 0.574 0.675 0.652 0.701
FD4 0.687 0.716 0.696 0.656 0.653 0.911 0.552 0.677 0.703 0.615 0.716 0.659 0.766
FD5 0.664 0.698 0.720 0.668 0.630 0.893 0.544 0.699 0.724 0.625 0.712 0.667 0.775
FM1 0.475 0.531 0.494 0.676 0.605 0.541 0.878 0.639 0.650 0.668 0.630 0.658 0.620
FM2 0.378 0.411 0.429 0.633 0.562 0.475 0.870 0.601 0.623 0.670 0.548 0.689 0.569

The Structural Model Evaluation (Inner Model)

A structural model’s prediction capabilities and internal linkages between the depen-
dent variables are examined after the validity and reliability of the construction measure-
ments have been verified.

a. The Hypotheses Testing (Path Coefficient)
For each route coefficient, the researcher calculates a p value, which may be one-tailed

or two-tailed based on the researcher’s previous knowledge of the path’s direction and
related coefficient’s sign [69]. Table 11 and Figure 7 show the hypotheses test of internal
and external risk factors.

Project success is influenced by all of the criteria as shown in Table 11 and Figure 7
of the model. The most significant categories affected by external risk factors are project
management, feasibility study and design, and resources and material supply, which have
path coefficient values of 0.213, 0.197, and 0.186, respectively, while political factors, country
economics, and security have path coefficient values of 0.236, 0.231, and 0.180, respectively.
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Table 11. The research hypotheses path coefficient.

No Hypotheses Original
Sample (O)

Sample
Mean (M)

Standard
Deviation
(STDEV)

T Statistics
(|O/STDEV|) p-Values

1 Client—CL -> Risks Effect on Project Success 0.169 0.169 0.006 26.250 <0.001 **
2 Consultant—CN -> Risks Effect on Project Success 0.097 0.097 0.003 30.864 0.001 **
3 Contractor—CO -> Risks Effect on Project Success 0.114 0.115 0.004 32.193 0.001 **
4 Country Economic—EC -> Risks Effect on Project Success 0.231 0.231 0.005 44.082 0.001 **

5 Environmental and Safety—EN -> Risks Effect on Project
Success 0.154 0.153 0.005 29.027 <0.001 **

6 External Risk Factors -> Risks Effect on Project Success 0.673 0.668 0.064 10.495 <0.001 **

7 Feasibility study and Design—FD -> Risks Effect on Project
Success 0.197 0.197 0.006 35.234 <0.001 **

8 Force Majeure—FM -> Risks Effect on Project Success 0.152 0.152 0.004 36.113 <0.001 **
9 Internal Risk Factors -> Risks Effect on Project Success 0.200 0.206 0.064 3.121 0.002 **
10 Local Peoples—LP -> Risks Effect on Project Success 0.152 0.152 0.005 33.357 <0.001 **
11 Political Risk—PO -> Risks Effect on Project Success 0.236 0.237 0.006 42.177 <0.001 **
12 Project Management—MR -> Risks Effect on Project Success 0.213 0.213 0.006 36.280 <0.001 **

13 Resources and Material Supply—RM -> Risks Effect on Project
Success 0.186 0.186 0.005 40.916 <0.001 **

14 Security Risk—SE -> Risks Effect on Project Success 0.180 0.180 0.004 40.554 <0.001 **
15 Tendering & Contract—TC -> Risks Effect on Project Success 0.143 0.143 0.003 43.683 <0.001 **

Note(s): ** p < 0.01.
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b. Coefficient of Determination (R2 Value)
PLS-SEM assessment of structural models also requires an understanding of R squared,

which is often referred to as the determination coefficient; this is the most widely used
metric for structural model evaluation [70].

Table 12 shows strong regression results with strong coefficients of determination and
significant coefficients. The R2 coefficient of determination measures the regression’s effec-
tiveness. Realized volatility accounts for 72% of the fluctuation in risk variables impacting
project performance in oil and gas, indicating the study’s research model’s suitability.

Table 12. Endogenous latent variables R-square.

Relationship Constructs R2 Result

Effect of Risk Factors on Project Success 0.720 * High

* R2 value is significant.

c. Measuring the Effect Size (f2)
The 0.35 (Strong Effect), 0.15 (Moderate Effect), and 0.02 (Weak Effect) values are based

on the criteria [71]. The evaluation of Effect Size (f2) is shown in Table 13.

Table 13. Effect size (f2).

No Constructs Effective Size f2 Result

1 Internal Risk Factors 0.042 Small
2 External Risk Factors 0.471 High

To ensure project success, the results of effect size analyses show that external risk
factors such as economic, political, and security affect construction projects in Yemen more
than internal factors.

d. Blindfolding and Predictive Relevance (Q2)
It was confirmed by [54] that each endogenous latent reflecting variable indicator data

point was eliminated and forecasted. Q2 requires the conceptual model to predict the latent
endogenous component (Table 14).

Table 14. Results of predictive relevance (Q2) values.

SSO SSE Q2 (= 1 − SSE/SSO)

Effect of Risks in Project Success 1256.00 792.239 0.369
External Risk Factors 6280.00 2574.26 0.590
Internal Risk Factors 9734.00 4602.70 0.527

The study model can predict risk factors and their relationship to the success of
projects in the oil and gas sector in Yemen, allowing researchers and companies operating
in this industry to determine the most important risk factors affecting the success of
construction projects.

e. Assessment of The Goodness of Fit–GoF
The objective of GoF is to evaluate the research model’s measurement and structural

characteristics [72,73]. The calculation formula of GoF is as follows:

GoF For Research Model =
√(

R2 × AVE2
)

GoF =
√
(0.720 × 0.566) = 0.638

The GoF result for our model is 0.638, which is greater than 0.36 and deemed significant.
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5. Result Discussion

In this study, 51 risk factors were identified, which were divided into two groups:
internal and external factors, with five possible effects on the success of an oil and gas
construction project. These factors and effects were examined in multiple methods to
obtain a ranking, classification, and impact, and the development of a model explains
the cause-and-effect relationship.

5.1. Evaluation of Risk Factors in Construction Project

Based on a literature review, pilot study, and expert evaluation, the key risk factors of
construction projects were categorized into two categories: internal and external. Internal
factors included client, contractor, consultant, feasibility study, design, contracting, resource
and material supply, and project management. Economic, political, human, environmental,
security, and force majeure are the six kinds of external risk factors [74]. The categories are
as follows.

Client-related risk factors: [75] revealed that client-related risks are viewed as the most
significant, followed by consultant-, contractor-, and exogenous-related risks. In the RII
study (Table 7), CL2 and CL1 had the highest RII scores (0.578 and 0.554) among customer
group variables. As one of the top 10 risk variables in oil and gas construction projects, CL1
is in the dark red zone in PIM analysis (Table 6). Moreover, SEM analysis (Table 11) sup-
ports Hypothesis 1: client risk variables influence project success. The path coefficient for
client variables is 0.169, indicating a strong link between client factors and project success.

Contractor-related risk factors: Among the contractor group variables, CO1 had
the highest RII score of 0.458 (Table 7). In addition, in PIM analysis (Table 6), all con-
tractor group components are in the red. A substantial influence of contractor risk vari-
ables on project performance is also supported by SEM analysis (Table 11) with a t value
32.359 > 1.96. The outcome is explained by the contractor’s risk considerations. The path
coefficient for contractor variables is 0.114, indicating a strong link between contractor risk
factors and project success.

Consultant-related risk factors: Among consultant group variables, CN1 had the high-
est RII score of 0.472 (Table 7). CN1 and CN3 are also in the red zone in PIM analysis
(Table 6). A significant p-value less than 0.01 is further supported by SEM analysis (Table 11)
for Hypothesis 3: consultant risk variables affect project success. However, the path coeffi-
cient for consultant components is 0.097, indicating a strong link between consultant risk
factors and project performance.

Feasibility study and design risk factors: FD4 and FD5 had the highest RII scores of
0.568 and 0.556 among the consultant group factors and the RII top ten factors list (Table 7).
FD1, FD4, and FD5 are in the dark red zone of PIM analysis (Table 6), indicating their
impact on the success of construction projects. A strong influence of feasibility study and
design-related risk variables on project success is also supported by SEM analysis (Table 11).
The most major hazards that follow the project throughout construction include design
flaws, inadequate feasibility studies, and inaccuracies in cost estimations and schedules.
The findings of the study confirmed the research hypothesis primarily in this category [76].

Tendering and contract risk factors: Based on [77], during the tendering and procure-
ment of construction projects, construction stakeholders should be aware of high impact
and likelihood hazards. Among the tendering and contract group variables, CT3 had
the highest RII score of 0.547 (Table 7). Moreover, PIM analysis (Table 6) placed all compo-
nents in this group in the red zone. On the other hand, the SEM analysis (Table 11) does
not support Hypothesis 5: tendering and contract-related risk variables have a substantial
influence on project success. Despite the prominence of this group’s risk elements, this indi-
cates the potential of defining criteria and methods to overcome risks in the bidding stage
and contracts. However, the path coefficient for bidding and contract-related risk variables
is 0.143, indicating a substantial link between these risk factors and project success.

Resources and material supply risk factors: The material purchase is represented
in three aspects: cost, quality, and time [78]. Aside from that, among the elements in the re-
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sources and material supply group (Table 7), the RII score for RM1 is 0.513, and it is
in the top ten list. Moreover, in PIM analysis (Table 6), all components in this group were
in the red zone except for RM2, indicating their impact on the success of construction
projects. A significant p-value of less than 0.01 is also supported by SEM analysis (Table 11)
for Hypothesis 6: resources and material supply risk factors influence project success.
However, the path coefficient for resource and material supply-related risk variables is
0.186, indicating a considerable link between these risk factors and project success.

Project management risk factors: According to [3,79], the existence of high-ranking
management-related hazards demonstrates the customers’ inability to plan, organize,
motivate, lead, and control projects. MR3 obtained the highest RII score of 0.467 among
the project management group variables, according to the RII study (Table 7). Additionally,
all components in this group were positioned in the red zone in PIM analysis (Table 6).
Although participants stated that risk factors in this category occurred often and had
a substantial influence on the project, this implies that these elements have a major impact
on the success of construction projects. Additionally, the SEM analysis (Table 11) indicates
that Hypothesis 7, project management-related risk variables having a significant influence
on project performance, is supported by the greatest path coefficient (= 0.213) among
internal risk factors. This collection of risk variables is believed to be one of the most
influential on the success of a project.

Country economic risk factors: According to [80,81], the investment environment of
a country is determined by its fiscal policies. EC1 also had the highest RII score of 0.504
among the country economic group components (Table 7). Moreover, PIM analysis (Table 6)
shows all components in the red zone. Furthermore, SEM analysis (Table 11) supports
Hypothesis 8: country economic-related risk factors have a substantial effect on project
success, with t = 44.850 and path coefficient = 0.231.

Political risk factors: Construction may be threatened by political risk events stem-
ming from the host country’s political system or its inherent setting for political situa-
tions [61,67]. PO1 had the highest RII score of 0.549 among political group components
(Table 7). PO1 is also in the dark red zone in PIM analysis (Table 6), whereas all other
variables in this group are in the yellow zone. With a t value of 42.486 and path coefficient
of 0.236, Hypotheses 9, political-related risk variables have a significant influence on project
performance, is supported by SEM analysis (Table 11).

Local peoples risk factors: Based on [82,83], people in the least developed countries
face social stress despite the fact that oil and gas companies are required to hire a specific
percentage of locals to operate. Among the local peoples group components, LP2 had
the highest RII score of 0.489 (Table 7). In addition, in PIM analysis (Table 6), all local
peoples components are in the red zone. Furthermore, SEM analysis (Table 11) supports
Hypothesis 10: local people-related risk variables have a substantial influence on project
performance, with a t value of 33.260 and path coefficient of 0.152.

Environmental and safety risk factors: Increasing health, safety, and environmental
challenges stemming from previous and current catastrophic incidents significantly harm
the environment, industry image, and social lease [84,85]. Among the environmental and
safety group components, EN2 had the highest RII score of 0.470 (Table 7). The PIM analysis
(Table 6) places only EN1 Environmental Protection Pressure in the red zone, while EN2
and EN3 are in the yellow. The SEM analysis (Table 11) further supports Hypothesis 11,
environmental and safety-related risk variables have a substantial influence on project
performance, with a t value of 30.052 and path coefficient of 0.154. The strict regulations
in the oil and gas industry decrease the risk elements in this category and are regarded
high challenges.

Security risk factors: According to [86], constant security concerns and tribal strife
make it a high-risk environment to operate in. In a turbulent nation such as Yemen,
security is a major element impacting the advancement of oil and gas operations. Among
the security group variables, SE3, unsafe transportation routes, had the highest RII score
of 0.502 (Table 7). In addition, in PIM analysis (Table 6), all security factors are in the red
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zone. Furthermore, SEM analysis (Table 11) supports Hypothesis 12: security-related risk
variables have a substantial influence on project performance, with a t value of 40.252 and
path coefficient of 0.180.

Force majeure risk factors: According to [87], natural disasters and weather issues
are examples of risks that are beyond the control of project participants. The conflict
in Yemen has halted most oil and gas production and projects since 2015. In the RII analysis
(Table 7), FM3 had the highest RII score of 0.548 among security group factors and ranked
sixth overall. FM1 and FM3 are in the red zone in PIM analysis (Table 6), whereas FM2
is positioned in the yellow zone as a moderate influence. Furthermore, SEM analysis
(Table 11) supports Hypothesis 13, force majeure-related risk variables have a substantial
influence on project performance, with a t value of 36.786 and path coefficient of 0.152.
The country’s conflict is also one of the top 10 important causes, according to the report.

In the event of an “act of God”, a party to a contract is released from liability or duty.
Unless precisely specified, these behaviors are regarded as unusual events having a low
probability of occurring. Force majeure provisions move risk distribution from construction
contractors to consumers or other mutual partners. Some studies discovered these force
majeure risk variables that influenced project success [87–91] and approved the aforemen-
tioned items. The 2011 Arab Spring demonstrations and rioting were a difficult time for
project managers in the area, with expatriates leaving, services moving, and a demotivated
local populace.

5.2. Evaluation for Effect of Risk Factors in Construction Project Success

The findings of the literature study, statistical analysis, and SEM analysis revealed five
categories of impacts caused by risk factors: cost overruns, time overruns, quality effects,
failure to accomplish goals, and project termination.

Effect of Risk Factors to Project Time—EF1: Time overruns differ between develop-
ing and wealthy nations, as do their causes and influence on project costs. Keep construction
projects under budget and time needs good planning, precise execution, and good judge-
ment [65]. EF1 ranked top by mean analysis with 3.917. EF1 also had a high score in the PIM
analysis. There is also a substantial association between risk variables and project success
in SEM analysis.

Effect of Risk Factors to Project Cost—EF2: The authors of [92] present various risk
variables that affect both time and cost. Moreover, statistics show that 47% of overall
projects had schedule and expense overruns in Yemen [93]. Cost overruns in construction
projects are common, and oil and gas construction projects are no exception. EF2 ranked
fourth by mean analysis with 2.755. EF2 also had a high score in the PIM analysis. There is
also a substantial association between risk variables and project success in SEM analysis.

Effect of Risk Factors to Project Quality—EF3: According to [22], in both traditional
and community-based procurement methods, failure to analyze and manage construction
risks may result in schedule and expense overruns as well as substandard constructions.
Moreover, based on [94], traditional risk management approaches have failed to help
contractors complete projects on time and under budget. EF3 ranked sixth by means
analysis with 2.755. EF3 also had a good score in the PIM analysis. Even if the load
factor is over 0.4, the link between risk factors and impacts on project success is less
significant in SEM analysis; therefore, I need to remove it to enhance EVA for the effect of
project success.

Effect of Risk Factors to Failure to Achieve the Project Objectives—EF4: According
to [95], risk management increases the likelihood of success and profitability, reduces
the impact of hazardous and unpredictable occurrences on project goals, and can grab
opportunities. However, every project is unique, with distinct goals and risks to its impor-
tant aspects; this is especially true if situations and events unknown to occur cause project
risks that may damage project objectives [96]. EF4 ranked second by mean analysis with
3.420. EF4 also had a good score in the PIM analysis. In addition, in SEM analysis, there is
a substantial association between risk variables and project success.
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Effect of Risk Factors to Stop the Project—EF5: According to [97], financial troubles
lead to late payments to subcontractors and manufacturers, causing delays and work
stoppages. Furthermore, external hazards such as conflict and economic issues might delay
or terminate a project if they are not handled via risk management. EF5 ranked third by
mean analysis with 2.975. EF5 also had a good score in the PIM analysis. Furthermore,
SEM analysis shows a significant relationship between risk factors and project failure.

5.3. Evaluation of the Research Models

This exploratory model may also explain the factor loading of each risk element
on the construction project in Yemen. This model also visualizes the causes and impacts of
risks in construction projects holistically, filling in research gaps. The study indicates all
loading factors over 0.7, while cross-loading demonstrates a good correlation between each
item and its group.

Internal risk factors model: There are seven risk categories that affect project suc-
cess, which can be classified into client risks, feasibility and design risks, tendering risks,
resource risk, contractor risk, and consultant risk. Using structural equation modeling,
it has been found that all elements with factor loadings greater than or equal to 0.7 ex-
plain the relationship between oil and gas construction project risk and success. A result
of 0.720 shows a medium R-squared value, but it is really near to the high value neces-
sary for 0.67, which represents the proportion of variance in the dependent variable that
can be explained by one or more predictor variables. Furthermore, the Q2 is 0.527 above
zero, which shows that the conceptual model can accurately predict the endogenous latent
constructs. As a result, the positive correlation shows that the hypotheses H1 through H7
and H14 are valid. In our model, the Goodness of Fit of the Model GoF for internal risk
factors’ effect on project success is 0.638 (more significant than 0.36). Beta coefficient (β) is
a measure of how strong the link between external and internal latent constructs is between
the two. Path coefficients for the research hypotheses test are shown in Tables 11 and 13.
The management risks (=0.213), resources and materials (=0.186), and feasibility study and
design risk factors (=0.197) are the most important internal factors related to the impact on
project success. These factors require more attention and the development of an effective
strategy to respond and mitigate the effects on project costs and schedule.

External risk factors model: In-country economic risks, political risks, local peoples
risks, environmental and safety risks, security risks, and force majeure risks were shown
to be the six external risk elements affecting project success, according to the statistical
analysis. External risk factors and project success in oil and gas construction projects
can be explained by factor loading all items above the required value of 0.7, according
to the results of the structural equation model. A value of R-squared more than 0.720
is considered to be greater than the high value required by R-squared, which measures
the proportion of variation in the dependent variable (or variables) explained by one or
more predictor variables. Q2 is also 0.590 higher than zero, indicating that the conceptual
model can forecast the endogenous latent constructs. As a result of the positive correlation,
H8 to H13, and H15 appear to be valid hypotheses. External risk factors have a significant
impact on project success, according to our model’s Goodness of Fit (GOF) score of 0.638.

Figure 8 and Table 11, on the other hand, illustrate the beta coefficient and the path
coefficient of the research hypotheses test, respectively. For a project to be successful, it must
address and mitigate external risks such as those related to security (0.18), politics (0.233),
and economics (0.231). These external risks must be addressed and mitigated in order to
reduce project costs and timeliness as well as their impact on the project’s success.
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6. Recommendations
6.1. Recommendations to the Project Stakeholders

The following recommendations are based on statistically significant SEM for risk
variables in oil and gas construction projects. Project scope and goals should be established
in detail to avoid ambiguity in project objectives and activities. In the project life cycle, it is
critical to clearly outline the risks and obligations of all stakeholders. Recommendations
for future researchers and participants:

6.1.1. Client

• To control and monitor risks throughout the project lifetime, the client should de-
sign a risk management plan that includes risk identification and reaction strategy
depending on the effect of each element.

• The customer (government or oil corporations) must speed up decision making and
decrease administrative routine, which slows down project duration.

• Minimize construction project interference, particularly in aspects under contractor au-
thority.

• The customer should be aware that frequent changes in project stages affect project
costs and timelines. So, the contractor and the customer must agree on the proportion
of adjustments and how to deal with them beforehand.

• Clients should not postpone progress payments based on project length, job progress,
and budget.

6.1.2. Contractor

• Hire competent, experienced, and qualified engineers.
• Their personnel should be trained, and workshops should be held to promote a culture

of risk assessment and response.
• A long-term supply chain strategy must be created for the project, and supplies must

not be delayed.
• The contractor should have a plan to analyze, monitor, and react to the risks he is

responsible for.
• Update design drawings, scope of work, and client collaboration to minimize imple-

mentation mistakes.
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6.1.3. Consultant

• The consultant should be adequately aware of the project needs at the site and follow up
any revisions in drawings, designs, and ongoing contact with the client and contractor.

• Prepare quarterly reports to track progress and identify potential delays.
• Manage the contract properly, actively monitor the job, and identify potential project risks.

6.1.4. Government

• Create an enabling environment for the development of oil and gas operations in Yemen
as a tributary of the national economy.

• Build roads and infrastructure in Yemen’s oil and gas fields.
• Work to minimize red tape in official transactions and check corruption in oil and

gas tenders.
• To expedite decisions on projects, budgets, and government oversight of the oil industries.
• To strengthen the economic and political climate in Yemen for long-term investment.
• Interruption of processes or movement of items due to security failures.
• Coordination with oil and gas corporations to educate and develop local people to

manage the industry in the future.
• Prepare strategies to address possible hazards to oil and gas industry projects.
• For future initiatives, the government should require all enterprises to give lessons

learned and ideas for future projects.

6.2. Recommendations for Future Research

Project, oil and gas, and risk management are all complex issues in the oil and gas
industry. Despite previous research in this subject, to investigate this research goal more
deeply, there are still areas for additional research. The following are some suggestions for
further research:

• Risk management in construction in Yemen.
• Risk management in private and governmental construction projects in Yemen.
• Research on construction risk management in Yemen concentrating on project cate-

gories (construction, road, utility, oil, and gas) to identify distinct hazards associated
with each.

• Risk management of construction projects in Yemen is examined from both positive
and negative perspectives.

• Further study may be conducted in other nations to allow for comparison studies—
between Yemen and other countries—to see how this research’s distinctive contribu-
tion can be expanded upon:

• By replicating the study’s approach (using a comparable questionnaire) in different
nations to compare results.

• Examine how other nations handle risk in oil and gas construction projects.
• Examine the cause-and-effect connection of risk variables in oil and gas projects abroad.
• Examine how other nations’ proactive and reactive risk management systems compare

to Yemen’s.

7. Conclusions

After defining the most significant risks confronting oil and gas construction projects,
as well as the importance of these projects to the continued operation and export of oil
and gas products, the researcher moved on to the next stage of analysis of these factors to
see if they influenced the country’s economy. The development of a model that explains
the link between risk variables and the success of oil and gas construction projects was
an essential aim of this research.

A partial least square structural equation model was developed based on thirteen main
categories or constructs generated through a risk factor analysis test for the internal and
external risk factors, and the results showed that the Goodness of Fit index of the model is
0.638. The developed model was deemed to fit because the analysis result of the coefficient
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of determination test (R2) of risk factors, affecting the success of the oil and gas construction
project, was 0.720, which indicates the significant explanation of the developed model for
the relationship between the causes of risks and their effects on the success of projects at
a high rate. The findings from the model indicate that all categories have a significant
effect on project success. The most significant categories in the internal risk factors are
project management factors, feasibility of the study design, and resources–material supply
with path coefficient values of 0.213, 0.197, and 0.186, respectively. Meanwhile, the most
significant categories in the external risk factors are the political factors and the country’s
economic and security factors with path coefficient values of 0.236, 0.231, and 0.180, re-
spectively. The developed model was validated statistically (using G power analysis),
and the predictive relevancy values were 0.369, 0.590, and 0.527 for the effect of risk as well
as internal and external risk factors. Statistical and experts’ validation tests showed that
the developed risk factor model had achieved substantial ability in explaining the effect of
risk factors on the success of oil and gas construction projects.

Academics, governments, and the oil and gas business companies all gain from
the study. This paper, as an intellectual contribution, explains the advantages and disad-
vantages of each risk aspect found in the oil and gas business. There is a common reaction
strategy (response), as well as risk factors that influence the most individuals (client, con-
tractor, tendering, project management, economic, political, security, etc.). This could allow
future scholars to investigate other aspects and organizations as well as their influence on
other sectors. This study will promote stakeholder engagement and integration throughout
the project life cycle. The government may also help oil corporations by organizing addi-
tional infrastructure and transportation improvements to the desert’s onshore oil-producing
zones (all Yemeni oil sectors are onshore in the desert, and construction projects are part of
oil and gas projects stages either upstream, midstream, or downstream). The article also
discusses potential government actions to attract and promote investment. The study also
analyzes the economic and political dangers that the government faces, as well as offers
ideas and solutions to assist it in enhancing the environment for the success of Yemen’s oil
and gas activities.

The study stressed that stakeholders in oil and gas construction projects must use risk-
mitigation techniques and share responsibilities to reduce dangers. Because of the potential
implications throughout the project implementation phase, oil firms must develop plans
to track the construction project from the feasibility study and design stage to the stage of
bids and contracts. Effective risk management is essential for meeting project deadlines
and staying under budget.
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