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Abstract: Thiadiazole (THD) derivatives are famous for their exceptional chemical properties and
versatile biological activities. In this work, we report computational investigations of the structure,
reactivity, and binding affinity of three 1,3,4-THD derivatives (THDs) toward the SARS-CoV-2 main
protease (Mpro). Hirshfeld surface (HS) analyses are carried out in conjunction with topological
calculations in the context of the quantum theory of atoms in molecules (QTAIM) and reduced density
gradient (RDG) to unravel the nature and magnitude of noncovalent interactions that contribute
to maintaining these THDs. The three approaches consistently indicate that the titled THDs are
mainly stabilized by weak intramolecular H. . .H, C-H. . .π, C-H. . .N, and N-H..H interactions in
their monomeric forms, while their dimers also exhibit intermolecular π. . .π stacking and T-shaped
contacts. In addition, Hirshfeld atomic charges, frontier molecular orbitals (FMOs), Fukui functions,
and molecular electrostatic potential (MEP) reveal that the pyrrolic H atom (ring F) and the imidazole
N atom (ring E) are the preferred binding sites for nucleophilic and electrophilic attacks, respectively.
Finally, docking and molecular dynamics simulations demonstrate the remarkable binding profile of
THDs toward the Mpro, which can be related to potential inhibitory activity.

Keywords: thiadiazole derivatives; Hirshfeld surface; QTAIM; MEP; molecular docking; molecular
dynamics
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1. Introduction

Thiadiazoles are heterocyclic compounds characterized by the thiadiazole (THD) cir-
cle, which is a planar, five-membered, aromatic, and electron-deficient ring comprising
one sulfur atom and two pairs of carbon and nitrogen atoms [1]. The thiadiazole (THD)
ring exists in four isomeric forms that differ by the relative position of the constituting
atoms [2]. Due to their exceptional chemical properties and versatile biological activi-
ties, THD-containing compounds have motivated a panoply of excellent experimental
investigations over the past decades [3,4]. Taking on a special accent, reported studies
on 1,3,4-THD derivatives outstandingly cover their synthesis and assessment of different
types of antimicrobial activities [5,6]. For instance, Schenone et al. reported the successful
preparation of two novel 1,3,4-THDs endowed with good analgesic and anti-inflammatory
activity [7]. Also documented are many examples of 1,3,4-THDs with antituberculosis and
antitumor activities.

Besides laboratory experiments, which are often time-consuming, risky, and error-
prone, the advent of powerful computers has made it easier to simulate the properties and
behavior of molecular systems [8]. Today, chemists resort to various types of computer
simulations not only to rationalize or confront their experimental observations but also
to make predictions about unseen or challenging systems. For instance, in support of
the experimentally approved antitumor and antimicrobial properties of numerous mem-
bers of the 1,3,4-THDs class, molecular docking studies have demonstrated the ability
of these compounds to favorably and spontaneously bind inside the active site of many
strategic biomacromolecules that play a prominent role in the life cycle of several microor-
ganisms [9,10]. Moreover, numerous investigations based on QSAR and pharmacophore
modeling have undoubtedly proven that the biological activity of drug candidates is mainly
determined by their structure and inherent reactivity [11,12]. Therefore, investigating the
structure and reactivity of biologically active compounds in general, and that of 1,3,4-THDs,
deserves a great deal of attention as this constitutes an important step toward compre-
hending the origin of their acknowledged activity. Also, of special interest in the current
international crisis related to the COVID-19 pandemic would be the assessment of their
potential inhibitory activity against crucial proteins of the SARS-CoV-2 virus with the hope
to come up with drug candidates for use against COVID-19.

Despite the abundant literature on 1,3,4-THDs, not enough documentation has been
reported on the origin of their structural stability, inherent reactivity, and binding affinity
to important enzymes of SARS-CoV-2. As an original contribution to this noteworthy
challenge, the present study discusses, in an informed tone, the structure, the reactivity,
and the binding affinity of three 1,3,4-THDs (general scheme shown in Figure 1), whose
crystal structure was laconically reported by Shamanth and coworkers [13–15]. For the
sake of clarity, the six rings in compounds 1–3 have been labeled from A to F, with ring D
corresponding to the 1,3,4-THD skeleton. Although they share most of their structural fea-
tures, the titled compounds still differ by either the number and/or the type of substituting
halogen atoms inserted in the A and B rings, which was expected to induce local variations.
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Several state-of-the-art computational techniques are jointly applied to reach the goal
assigned to this study. First, the structure of compounds 1–3 is examined via Hirshfeld
surface analyses and topological calculations in the context of the quantum theory of
atoms in molecules (QTAIM) and the reduced density gradient (RDG) [16]. These same
approaches have provided satisfactory results for the elucidation of physical interactions
within various molecular frameworks.

2. Methodology
2.1. Density Functional Theory (DFT) Calculations

DFT calculations were performed to understand the inherent chemical reactivity of
the three THDs. All the calculations were performed using Gaussian 09 software [17].
Compounds 1–3 were fully optimized using the B3LYP functional in conjunction with the
6-311++G(d,p) basis set. The returned stationary points were confirmed via vibrational
frequency calculations to be real minima on the potential energy surface. This level of
theory has been shown to provide high-quality results on similar systems [18]. Further, the
FMOs, Fukui functions, and MEP maps of the three THDs are visualized via GaussView
6.0 software [19] and Avogadro 1.0 [20].

In addition, based on the electron density distribution, Bader’s quantum theory atoms
in molecules (QTAIM), and reduced density gradient (RDG)-based noncovalent interaction
(NCI) analyses are performed to comprehend the interactions occurring within and between
pairs of THDs. The electron density and associated Laplacian, potential, kinetic, and total
energy densities at the bond critical points (BCPs) are used to determine the type and
strength of interactions in the molecule (BCPs). These topological calculations were carried
out using MultiWFN 3.8 software [21] and the results are visualized via Visual Molecular
Dynamics 1.9.3 software [22].

2.2. Molecular Docking

To assess the binding affinity of the titled compounds toward the active site of
SARS-CoV-2 main protease, Mpro, molecular docking calculations were performed using
Autodock Vina [23,24]. Besides considering the optimized B3LYP/6-311++G(d,p) geome-
tries of the ligands for this purpose, the crystal structure of Mpro was retrieved from the
protein databank (PDB ID: 6LU7) and its preparation involved, but was not restricted to, the
addition of H atoms, the minimization of the protein’s energy, and the removal of solvating
water molecules and the co-crystallized native ligand. Mpro is a 33.8-kDa homodimer
made of 306 amino acids (AA) in each protomer and encloses three functionals domains
denoted as Domain I, II, and III. The active site, situated between the cleft of domains I
and II, was defined as in our recent studies [25,26], while the docking exhaustiveness was
fixed at 2000 for better atomic flexibility. Finally, best-docked poses were visualized using
BIOAVIA Discovery Studio 3 Visualizer [27].

2.3. Molecular Dynamics Simulation

Umbrella sampling molecular dynamics (MD) simulations were carried out at 298 K
and 1 atm in the NPT ensemble using the all-atoms OPLS_2005 force field, as implemented
in the Schrodinger 2023-4 package. These simulations were initiated from the best-docked
protein-ligand complexes.

3. Results and Discussion

This study explores both the crystal and gas phase geometries of the three THDs to
get insight into their structure, chemical reactivity, and binding profile toward the Mpro
(Figure 2).

For the sake of concision, this section is sequenced into six paragraphs. In Section 3.1,
the crystal structures of the three THDs in their monomeric and dimeric forms are scruti-
nized based on Hirshfeld surface (HS).
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Figure 2. Superimposition of DFT-optimized structures of the three THDs.

3.1. QTAIM and RDG Analyses for Dimers

To extend the study on noncovalent interactions present in the crystal structures
of the three THDs, single-point energy calculations were performed on the dimers to
extract the associated density and realize QTAIM and RDG analyses. The details of various
noncovalent interactions observed in compounds 1–3 are summarized in Table 1 and shown
in Figure 3.

Table 1. QTAIM-analysis of the dimers of the three THDs. B3LYP/6-31++G(d,p) wave function
extracted from the crystal structure.

BCP ρBCP
(a.u.)

∇2ρ
(a.u)

V(r)
(a.u.)

G(r)
(a.u.)

−G(r)
V(r)

λ1 λ2 λ3
|λ1|
λ3

EHB
(kcal/mL)

1

113 0.0023 0.0065 −0.0009 0.00128 1.422 −0.0012 −0.0004 0.0078 0.153 −0.229

136 0.0076 0.0362 −0.0040 0.00656 1.64 −0.0047 −0.0035 0.0445 1.056 −0.953

189 0.0207 0.0669 −0.0150 0.0158 1.053 −0.025 −0.0233 0.115 0.217 −3.875

191 0.0057 0.0193 −0.0025 0.0036 1.44 −0.0034 −0.0032 0.026 0.130 −0.529

197 0.0005 0.0017 −0.00018 0.0003 1.666 −0.0002 −0.0001 0.00216 0.009 −0.630

2

152 0.00220 0.0067 −0.00089 0.00128 1.438 −0.0012 −0.0008 0.00882 0.136 −0.251

137 0.00383 0.0100 −0.0017 0.00214 1.258 −0.0018 −0.0004 0.0123 0.146 −0.112

189 0.0062 0.0222 −0.00355 0.00455 1.281 −0.0048 −0.0017 0.0288 0.166 −0.640

207 0.00319 0.0093 −0.00128 0.00181 1.414 −0.0018 −0.0012 0.0125 0.144 −0.003

175 0.0086 0.0373 −0.0045 −0.00692 1.537 −0.0072 −0.0052 0.0497 0.144 −1.176

3

150 0.0079 0.0382 −0.0043 0.0069 1.604 −0.0042 −0.0028 0.0453 0.09 −1.02

224 −0.0040 0.0100 −0.0016 0.0020 1.25 −0.0018 −0.0009 0.0127 0.142 −0.150

178 0.0068 −0.0227 −0.0036 0.0046 1.277 −0.0062 −0.0056 0.0346 0.179 −0.774

131 0.0040 0.0099 −0.00168 0.0020 1.190 −0.0018 −0.0010 0.0127 0.141 −0.150

As can be seen from Figure 3, various noncovalent interactions like C-H...π, π...π,
H...H, and N-H...N interactions are responsible for the packing of the dimers. In dimer 1,
ring A and rings C and F are involved in π...π stacking interactions which are evidenced
by the BCPs 113 and 112, and validated by the appearance of green isosurfaces (encircled
by the black color) between said rings. In addition, the N-H...N intermolecular interaction
is observed in the crystal packing of the compound-1 which is observed in the Hirshfeld
surface analysis. In dimer 2, numerous interactions like C-H...π, C-H...N, and C-H...Br are
confirmed by the presence of BCPs 248, 189, and 207 (which also validates the C-H...Br
interaction’s existence in the Hirshfeld surface analysis). Noteworthy is the presence of a
π...π T-shaped substructure in dimer 2 which is favored by the formation of BCPs 152 and
137. This π...π T-shaped region is unique to dimer 2 and does not appear in either dimer
1 or 3, which are rather characterized by the presence of 1 and 2 π...π stacking contacts,
respectively. Furthermore, dimer 3 stands out for presenting an inversion center. It also
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carries C-H...N intermolecular interactions which are responsible for the supramolecular
synthon validated by the BCPs 178 and 176 and encircled in the RDG image. Finally, like
intramolecular contacts in the monomers, the intermolecular interactions in the dimeric
forms of compounds 1–3 are very weak, as suggested by the individual EHB values. The
most pronounced is the N. . .H hydrogen bond (BCP 189) observed in dimer 1, with an
estimated EHB value of roughly −3.9 kcal/mol.
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3.2. Chemical Reactivity

Chemical reactivity is one of the most documented topics in the computational chem-
istry community [28–30]. After years of dedicated research, several mathematical tools
have been proposed to assess the reactivity of chemicals. These reactivity descriptors are
often categorized into local and global indicators. The concept of local descriptors applies
to any reactivity indicator that can be used to predict the most reactive sites within a given
molecule, while global descriptors are parameters that probe the entire system to provide
an overall estimation of its reactivity [31]. Among the most employed local descriptors
are the atomic charges, frontier molecular orbitals, molecular electrostatic potentials, and
Fukui functions. On the other hand, global descriptors are often well-suited when it comes
to establishing reactivity trends within a series of compounds. In this vein, conceptual
DFT (CDFT) is a broad reactivity paradigm that offers the means to evaluate the global
reactivity of chemicals based on the quantification of the response of chemicals to various
perturbations. The mathematical foundations of CDFT are provided elsewhere [32]. For a
more comprehensive conclusion on the reactivity of the three THDs, we herein rely on all
of the aforementioned descriptors.

(a) Frontier molecular orbitals

Frontier molecular orbitals (FMOs), i.e., the highest occupied molecular orbital (HOMO)
and the unoccupied molecular orbital (LUMO), are extensively relied on to assess the reac-
tivity of molecular systems. Indeed, it is well known that kinetic stability, which inversely
correlates with chemical reactivity, can be predicted based on the energetic gap between
the HOMO and LUMO. A rule of thumb is that the larger the gap, the less reactive the
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compound is, and vice versa. On the other hand, it is believed that much of the local
reactivity of a compound is hidden inside the electron density distribution of the HOMO
and LUMO, which, respectively, relate to the ionization potential and electron affinity.
Figure 4 displays the HOMO and LUMO of the three THDs, their energies, and the gap
between them.
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Figure 4. HOMO and LUMO orbitals of compounds 1–3 at the B3LYP/6-311++G(d,p) level.

Looking at the HOMO-LUMO gaps in Figure 4, it comes out that compound 2 is
slightly more reactive or less kinetically stable than its analogs, 1 and 3. Furthermore,
Figure 4 indicates that compounds 1–3 share most of their local reactivity features. Re-
gardless of the compounds, the HOMO is concentrated on rings C, E, and F, while the
LUMO spreads over rings A, B, E, and D. As such, the clouds of rings C and F constitute
good binding sites for electrophilic species, while sites on rings A, B, and D are grossly
electron-deficient and might get involved in interactions with nucleophilic entities. Ring E
seems to be amphoteric as it contributes to the stability of both the HOMOs and LUMOs.
However, note that, although it contributes to the stability of the HOMO, ring F carries the
most electrophilic local site, i.e., the pyrrolic H atom, as suggested by the atomic charges
and MEPs (next paragraph).

(b) Molecular electrostatic potential (MEP)

The MEP is one of the most employed local reactivity descriptors for the elucidation
of regioselectivity [33]. Assuming the validity of the Born–Oppenheimer approximation,
the electrostatic potential V(r) at a given point r of a molecular surface is calculated using
Equation (3), V(r) = ∑M

A=1
ZA

|RA−r| −
∫ δρ′(r)

|r′−r| where ZA is the nuclear charge at position
A, ρ′(r) is the electron density of the system at point r, and M is the number of nuclei in
the system [33]. On the MEP, red and blue regions correspond to negative and positive
electrostatic potentials (ESP), respectively.

Figure 5 depicts the MEP maps of compounds 1–3 at the 0.001 isosurface. Also
exhibiting a positive ESP are the positively charged H atoms attached to all the rings.
Regarding the halogen atoms, it is interesting to note that, in the three 1,3,4-THDs, the
chlorine atom is always endowed with a σ-hole in the axis of the Cl-C (ring A) bond. A
distinctive feature between compounds 2 and 3 is that the bromine atom in 2 bears a very
pronounced sigma hole, while the fluorine atom in 3 has a negative ESP. This finding can
be explained by the large difference in electronegativity between F and Br. Based on this,
the Br and Cl atoms should be favorable for electrophilic attacks along the C-Cl and C-Br
axes, while the F atom would prefer nucleophilic antagonists.

Although the MEP maps in Figure 5 clearly distinguish local sites in terms of their
electronic character, they are restricted to providing a qualitative picture of the local
reactivity, which unfortunately does not inform on the most reactive sites. To respond to
this further pertinent question, the topology of the MEP function was examined at the
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0.001 isosurface. This allowed us to discriminate between the different sites and appreciate
the extent of the holes on the Cl and Br atoms.
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To begin with, note that the topology of the MEP function presents several maximum
and minimum values, but only the most relevant retained our attention. First, the global
minimum was found in the vicinity of the imidazole N atom (ring E) and was estimated at
−39.1, −36.0, and −36.6 kcal/mol for compounds 1–3, respectively. This spot is therefore
the most nucleophilic site and corroborates with atomic Hirshfeld charges. On the other
hand, the global maximum, i.e., 47.7, 48.8, and 48.6 kcal/mol, is associated with the pyrrolic
H atom of ring F in compounds 1–3, respectively. This observation is once more consistent
with atomic charges. The topology of the MEP also shows that the two sides of rings
C and A constitute distinct reactive sites. For instance, ring E of compound 1 has two
ESP minima of −21.6 and −21.3 kcal/mol at the two faces, which indicates that the first
face is slightly more nucleophilic than the second one. The same qualitative conclusion
applies to compounds 2 and 3. Moreover, the lone pairs of the Cl atom are well detected
by the presence of local ESP minima around the atom. In compound 2, for instance, these
local ESP minima are equal to −8.9 and −9.7 kcal/mol. Moreover, the negative ESP on
F in compound 3 is well reflected by three local extrema estimated at −21.5, −21.6, and
−20.4 kcal/mol, i.e., an average local ESP of −21.2 kcal/mol (as indicated in Figure 5).
Finally, regarding σ-holes, the one on the Cl atom is linked to an ESP local minimum of 7.9,
8.8, and 8.5 kcal/mol in compound 1–3, respectively, against an 8.8 kcal/mol ESP σ-hole
for the bromine atom in compound 2. This proves that the σ-holes created on the Cl and Br
are of similar deepness; though, the presence of the second halogen atom in the molecule
seems to enhance the extent of the σ-hole on the Cl atom.

(c) Globalreactivity

Table 2 collects global reactivity descriptors of compounds 1–3 calculated in the
framework of the CDFT. These descriptors suggest that compounds 1–3 are of similar
reactivity, with their slight differences mostly lying within the limit of the accuracy of the
density functional theory. Despite their outstanding similarity, one can carefully make
some comments on their slight reactivity deviations among the three THDs. For instance,
chemical hardness measures how resistant a molecule is to the distortion of its electron
density, while the softness S has the exact opposite meaning. Based on this, it comes
from Table 2 that compound 2 is slightly more polarizable than the two others, with an
S value of 0.471 eV, as compared with the 0.468 and 0.467 eV obtained for compounds 1
and 3, respectively. The same table also predicts compound 2 as the most electrophilic and
should therefore develop the strongest interactions with electron-rich species. This finding
corroborates with the topology of the MEP, which showed that the global ESP maximum
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of compound 2, i.e., 48.8 kcal/mol, is slightly higher than those of compound 1 and 3, i.e.,
47.5 and 48.6 kcal/mol, respectively. Moreover, ionization potentials and electron affinities
follow the same pattern, namely compound 1 < compound 3 < compound 2. As expected,
this suggests that the amount of energy required to produce mono-ionized species from the
neutral compounds 1–3 increases with the number and size of the halogen atoms present
in the titled compounds.

Table 2. CDFT reactivity descriptors of compounds 1–3 at the B3LYP/6-311++G(d,p) level.

Compounds IP EA η S µ ω

1 5.714 1.438 2.138 0.468 −3.576 2.990

2 5.796 1.547 2.125 0.471 −3.672 3.172

3 5.782 1.497 2.143 0.467 −3.639 3.091

3.3. Binding Affinity of Compounds 1–3 toward Mpro

Among important proteins of the SARS-CoV-2 virus, the main protease (Mpro) is
involved in the processing of polyproteins into functional proteins, which constitutes a
crucial step in the replication of the virus. It is expected that effective inhibitors of this
enzyme should mitigate the proliferation of infectious viral particles and subsequently
alleviate COVID-19 symptoms [34]. Therefore, the Mpro (Figure 6) has become one of the
most attractive targets for the design of potential drugs against SARS-CoV-2.
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Several strategies, of which the most popular are the drug repurposing of FDA-
validated antivirals and the virtual screening of online libraries [35], have been attempted
to identify promising candidates against the Mpro which can inhibit the activity of the
Mpro. While the two previous approaches rely on existing molecules, another promising
avenue consists of synthesizing new molecules and testing their potential inhibitory activity
against the Mpro [36]. Following the same rationale, we have assessed the binding mode
of the titled compounds inside the active site of the Mpro via docking calculations.

Figure 6b displays the best-docked poses and 2D interaction diagrams of all ligand-
protein complexes. Predicted binding energies fall within the range of −7.8 to −8.5 kcal/mol,
which suggests an overall favorable and spontaneous packing of the ligands inside the
active site of the Mpro. The THD candidates have slightly higher binding energies com-
pared with the co-crystallized native ligand (i.e., −6.8 kcal/mol using Autodock Vina),
which often serves as a positive control [37,38]. This suggests that the three candidates are
likely to possess inhibitory activity. This finding is consistent with the widely approved
antimicrobial properties of THD-containing molecular frameworks.

Moreover, close inspection of the best-docked poses revealed that protein-ligand
complexes are stabilized by several types of noncovalent interactions, the most noteworthy
being hydrogen bonds, halogen bonds, and π. . .S and π. . .π contacts. Two residues are
almost omnipresent in interactions of the Mpro and compounds 1–3, i.e., CYS145 and
HIS41. These AAs are important constituents of the active site of the Mpro enzyme and
appear, respectively, in the functional domains I and II of the catalytic dyad of each Mpro
protomer [39]. The presence of two lone pairs on the sulfur atom of CYS154 allows it to
establish two spatially distinct π. . .S contacts with the electronic cloud of ring B (complexes
1–3) and either of the rings C (complex 1) or F (complex 2–3). On the other hand, HIS41
develops π. . .π interactions with the thiadiazole ring D in complexes 1 and 3. Depending
on the relative orientation of the imidazole (HIS41) and thiadiazole (compound 1 and 3)
rings, one could differentiate two types of π. . .π contacts, corresponding to the so-called
stacking and T-shaped interactions. In the first case, the two rings are parallel to each
other, while in the latter situation, they are positioned perpendicularly to each other. Other
important residues of the active site include THR26 and SER144. The first amino acid
residue is engaged in a halogen bonding interaction with the fluorine atom of compound 3,
while the latter forms a hydrogen bond with the pyrrolic H atom of ring F.

In light of the previous docking results, the three compounds present interesting
binding profiles to the Mpro and might be regarded as potential inhibitors of this enzyme.
However, it has to be emphasized that the Mpro is not the only current target for potential
antiviral drugs against SARS-CoV-2. Another widely admitted target for the design of
CoVID-19 drug candidates is the papain-like protease Plpro, which, similarly to the Mpro,
is also essential to the regulation of the virus’ spread and innate immunity [40]. Also being
targeted today is the spike glycoprotein of SARS-CoV-2 (S-protein) which mediates the
access of the virus into the host cell [41].

3.4. Molecular Dynamics Simulation

Molecular docking calculations alone are never conclusive. A very common practice
to confirm the affinity of the ligand toward a target consists of performing post-docking
analyses, such as molecular dynamics (MD) simulations. In the present study, MD simu-
lations were performed on protein-ligand complexes to understand their dynamics over
some time of 100 ns [42–45]. The fluctuations of the protein and ligands throughout the
simulation are summarized by the RMSD plots shown in Figure 7a. The RMSD of the ligand
is obtained by aligning the protein-ligand complex on the protein backbone of reference
and corresponding to contributions of heavy atoms.
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(a) RMSD and (b) protein’s RSMF.

Figure 7a reveals that in complex 1, the receptor assumes a partial equilibration
between 2 and 20 ns, where its RMSD varies from 2.0 to 3.0 Å, while effective equilibration
happens after 25 ns, after which the RMSD oscillates between 3.0 and 3.6 Å. The dynamics
of the ligand (1) inside the receptor pocket are very latent for the first 12 ns, then it enters a
very perturbed period which continues up until its first stabilization around 20 ns. For the
next 40 ns, the ligand is relatively cooled down, but this intermediate state changes around
the 60th ns when it suddenly jumps. This moment coincides with the cleavage of some
pertinent noncovalent interactions, going from four to one protein-ligand contacts before
increasing to three around 80 ns. Further, the ligand equilibrates all over the remaining
period. In complex 2, the protein equilibrates around the 20th ns, from which time its RMSD
slightly fluctuates up to 0.6Å. The ligand is still very dynamic until the 85th ns, after which
it equilibrates. In complex 3, the protein equilibrates after 15 ns, and so does the ligand, but
after a sudden structural rearrangement in the sense that reduces the RMSD from 4.0 to
2.2 Å before it rises again and stabilizes around 3.5 Å. The protein RMSD at equilibration
is roughly 3.2 Å and oscillates in a range of 0.8 Å for the rest of the simulation. Close
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inspection of Figure 7b reveals that, for the three complexes, the protein’s root mean square
fluctuation (RMSF) is the highest for the N- and C-terminals, as expected. In addition, the
protein’s RMSF is estimated to be 2.0Å on average, which proves its stability throughout
the simulation.

The number of contacts established between the protein and the ligands is one of the
main factors that correlate with the dynamics of protein-ligand complexes. Note that some
residues form more than one contact with the ligand. Complex 1 is initially stabilized by
four noncovalent interactions, but this number fluctuates over the simulation (zero and
seven contacts). At the end of the simulation, ligand 1 is still forming three contacts with
the Mpro, and these involve SER46, LEU50, and PRO168. PRO168 and LEU50 mostly
form hydrophobic bonds and water bridges, while SER46 engages with hydrogen bonding
contacts and water bridges (see Figure 8). Regarding the contributions to protein-ligand
interactions, GLU189 has the most pronounced contribution (~30%), followed, respectively,
by MET19 (~25%), PRO168 (~25%), ALA191 (~23%), and LEU167(~20%). Protein-ligand
complex 2 is stabilized by up to 9 contacts during the simulation time. HIS41 has the highest
contribution, occurring in contacts for about ~55% of the simulation time. These contacts
include hydrophobic interactions (dominant), H-bonds, and water bridges. Other important
residues include PRO168 (~40%), ASN142 (~30%) and GLU166(~30%). Finally, compound
3 develops four to six contacts with the Mpro in the early steps of the dynamics, and this
number varies between zero and five all over the simulation. Throughout the simulation,
amino acid residues like ASN142, CYS145, and HIS164 only establish hydrogen bonds
with the ligand, while MET49, LEU50, MET165, and ALA191 only occur in hydrophobic
interactions. The rest of the contacts involve residues that, in addition to attaching to the
ligand, also bind to water molecules. LEU167 has the highest contributions (~48% of the
simulation time) to protein-ligand interactions, which are decomposed into hydrophobic
contacts and water bridges.
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4. Conclusions

In this study, we have investigated the structure, reactivity, and binding profile of three
1,3,4-THD derivatives inside the active site of the SARS-CoV-2 main protease (Mpro). Our
computations suggest that these compounds are mainly stabilized by the weak H. . .H and
C-H. . .N noncovalent interactions, while their crystalline dimers also exhibit π. . .π stacking
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and T-shaped interactions between pairs of aromatic rings. Furthermore, reactivity studies
indicate that compounds 1–3 are of similar global reactivity, with their slight differences
lying within the limit of the accuracy of the density functional theory. Based on predictions
of different local reactivity descriptors, the pyrrolic H atom of ring F and the N atom of ring
E are, respectively, pointed to as the best binding sites for nucleophilic and electrophilic
antagonists. Finally, docking and MD simulations indicate that the three compounds
spontaneously attach to the active site of the Mpro with a binding energy between −7.8 to
−8.5 kcal/mol, and are relatively well retained in the active site of the Mpro during the
simulation time.
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