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Abstract: The use of Al and digitalization in many areas of everyday life holds great potential but
also introduces significant societal transitions. This paper takes a closer look at three exemplary areas
of central social and psychological relevance that might serve as a basis for forecasting transitions
in the digital society: (1) social norms in the context of digital systems; (2) surveillance and social
scoring; and (3) artificial intelligence as a decision-making aid or decision-making authority. For each
of these areas, we highlight current trends and developments and then present future scenarios that
illustrate possible societal transitions, related questions to be answered, and how such predictions
might inform responsible technology design.
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1. Introduction

“I am sorry, but I have to inform you that we cannot undertake the surgery.” The news
was upsetting for Anna, as surgery was the only option to stop the potentially fatal
disease. Sure, surgery was risky, too. But without surgery, there was no hope left other
than that the disease would cure itself. Anna had only recently been diagnosed with the
rare disease, and the outcome was difficult to predict. The decision of treatment, howeuver,
was not only that of her doctor. In fact, her doctor based all his decisions on “Health
Guardian”, an artificial intelligence (Al) system generating treatment recommendations
based on incredible amounts of data. In Anna’s case, Health Guardian recommended not
to do surgery. Anna’s mother, who joined the consultation, desperately asked whether
there could be a mistake and whether the doctor was of the same opinion. The doctor
was in a dilemma: Personally, he was not necessarily against surgery. He would even
have argued in favor of surgery, had Health Guardian voiced any uncertainty. But he
knew that compared to his own, naturally limited, perspective, the Al could factor in
far more data. And that was what it came down to. Although the Al results were called
“recommendations”, they were actually decisions. As the responsible doctor, he would
have to present extremely good reasons to oppose the AI—but no such reasons were
apparent in the current case. So the doctor had no choice but to console Anna and her
family. At least there was still a sliver of hope for a natural recovery.

In recent years, artificial intelligence (AI) has achieved impressive successes in various
domains such as visual perception [1], pattern recognition [2], expert and decision-making
systems, games such as Chess and Go [3,4], or computer strategy games [5]. At the same
time, critics still question whether these performances represent “real intelligence” [6,7].

In fact, the formation of “intelligence” in such systems is hardly comprehensible to
us and exceeds the horizon of human understanding [8]. This is compounded by the
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fact that such systems can hardly be repaired. While a human may understand the basic
mechanisms, the specific design becomes so complex that it is no longer possible for a
human to discern how to fix bad parts of the system without damaging other parts. Often,
the only solution is a completely new start, namely the training of a new system with
modified start parameters that hopefully will not end up with the same errors.

The general lack of transparency in Al technologies [9] is one of the factors in the
doctor’s dilemma in the above-mentioned example of Al in the operating room: Al deci-
sions are hardly traceable by nature. Al systems refer to patterns detected in the example
material (from the past) and then try to make predictions for the future and come up with
new examples. However, which exact variables are considered, how these are weighted,
and which correlations between these variables do exist remain hidden from the user (and
mostly also from the programmer) [10]. Hence, re-turning to the case of the decision for or
against surgery, the deciding factors for the Health Guardian’s decision remain obscured.
Was it only about the predicted effectiveness and risk of the intervention? How were other
variables taken into account, such as the cost-to-benefit ratio, budget of the healthcare
system, and bed occupancy rate of hospitals? What about other waiting patients who
needed surgery more urgently? It does not appear unlikely that artificial intelligence will
consider the constraints of relevant stakeholders, especially in societies where resources in
the healthcare system are more limited than in others.

2. Overview and Method

The Al case is exemplary for the current challenges and questions around digital
transitions that our society is faced with: What does it mean if current technological trends
and developments continue? What are the psychological effects and consequences of social
interaction? Which moral considerations play a role, and which decisions have to be made?
This paper takes a closer look at three exemplary areas of central social and psychological
relevance that might serve as a basis for forecasting transitions in the digital society:
(1) social norms in the context of digital systems; (2) surveillance and social scoring; and
(3) artificial intelligence as a decision-making aid or decision-making authority.

For each of these areas, we highlight current trends and developments and use the
method of future scenarios to illustrate possible societal transitions and related questions to
be answered. Thereby, we aim to contribute to several fields of research. First, the examples
and implications discussed here may inspire future research and design in the fields of
human-computer interaction (HCI) and Al Moreover, regarding forecasting and future
studies in general, this article may illustrate how qualitative analyses and future-related
reflections on current technological and societal trends may complement more quantitative
and statistical methods.

Of course, the here-applied method of future scenarios comes with particular limi-
tations related to some fundamental problems with predictions. Typically, when trying
to forecast the future, current developments are analyzed, and one then tries to project
them into the future and anticipate their interactions with other developments. However,
numerous examples demonstrate how difficult this is, even for experts.

In the 1950s, when people were asked how they imagined the year 2000, they assumed
that people would travel in flying cars powered by miniaturized nuclear engines, as also
depicted in an artwork by Frank Rudolph Paul, an illustrator of science fiction magazines
in that time [11]. Two currently successful existing technologies, the car and nuclear power,
were taken as a basis and projected into the future. However, the dangers and technical
limits of nuclear power could not be anticipated. Could the people of the past have made a
better prediction if they had studied nuclear power more intensively? Possibly. But even if
one misjudgment is taken into account and corrected, there are still many others.

In the second half of the last century, researchers at the Massachusetts Institute of
Technology (MIT) published a study on the future of the world economy [12]. The key
question was to predict the (assumed) necessary collapse of the current economic system
based on exponential growth. Numerous parameters, such as population growth and den-
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sity, aging of society, movement of goods, government budget, and debt, were considered
in the prediction model. According to the model calculations, the time of collapse would be
within the next 100 years, i.e., around the year 2070. However, many parameters and events
that turned out to be relevant later on were naturally not considered, e.g., the disintegration
of the Soviet Union, the rapid rise of China as a world power, and the significance of climate
change for the planet. The significance of these developments was not foreseeable when
the calculations were made and thus was not adequately taken into account in the forecast
model. In the meantime, the forecast model was updated with new parameters [13]—we
will see whether the predictions hold true this time.

A basic problem here is that so-called disruptive events, findings, or technologies are
not taken into account. Disruptive technologies are technical innovations that replace or
displace established products or services and interrupt the success of previously prevailing
approaches [14]. One example would be the Internet, which has opened up many new areas
of business, but at the same time brought about the collapse of many previously successful
business models. A few years earlier, no one would have predicted the disruptive character
of the Internet, and in turn, many predictions that disregarded the influence of the Internet
were faulty.

In the end, we must remind ourselves that predictions are still a kind of thought
experiment and do not allow for perfect knowledge of what will actually happen. However,
this should not diminish the importance of such thought experiments. Even non-perfect
thought experiments are still better than not thinking at all. Such thought experiments
reveal what could happen and indicate possible alternative courses of action. Thought
experiments emphasize that we are not mere passengers being overrun by the future but
can actively help to shape it.

3. Social Norms

Social norms are the unwritten rules of beliefs, attitudes, and behaviors that are
considered acceptable in a particular social group or culture [15]. Social norms represent
shared beliefs regarding appropriate ways to feel, think, and behave [16]. In this way, social
norms provide order and predictability in society [15]. For example, in German culture,
if we make an appointment, we expect the other person to arrive on time. In contrast
to legal norms (e.g., laws), social norms occur spontaneously rather than being planned
deliberately and are enforced informally [17]. Typically, social norms only become evident
when conflict arises, i.e., if someone’s behavior contradicts our informal understanding of
what is appropriate, such as cutting in line, entering an office without knocking, or starting
to eat before everyone is seated at the table [18]. The same seems to apply to the digital
space. Many conflicts in the context of social media and digital communication can be
interpreted as social norm conflicts [19].

Regarding the forecast of societal transitions in the digital age, the differences or
transfer of norms between the digital and non-digital spaces is an interesting aspect. In
order to understand and possibly foresee such transitions, we will first take a look at some
particular possibilities and characteristics of the digital space, which in turn affect the
formation, change, and enforcement of certain social norms.

e Distance between interaction partners: In many channels of digital communication,
interaction consists only of writing and reading text. Social cues we adhere to in face-
to-face conversation (human characteristics such as appearance, voice, and physical
presence) are missing. Therefore, it is terribly easy to forget that one is not interacting
with texts but with humans, who have their own motives, their own value system,
feelings, and emotions, and who can be hurt or offended by one’s own actions. In
consequence, one might not even notice having hurt the counterpart on the other end
of the digital channel, and empathic mechanisms that could show the consequences of
one’s own actions are not activated [20];

e  Avatar and control, instead of authenticity: On many social media platforms, users are
represented through an avatar, which can easily be exchanged if this seems convenient.
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A re-creation of another account is quickly carried out, allowing one to restart with
a clean slate (assuming interactions in anonymous or pseudonymous space). Such a
new start and identity change are very difficult in the non-digital space. And even
on platforms where the avatar/identity cannot be easily changed, the user has much
greater control over what information is revealed about him or her. In particular,
involuntary aspects of communication (facial expressions, affective reactions, and
voice color) are greatly reduced in digital space [21];

e  Felt anonymity: The fact that other interaction partners often appear as avatars and the
fact that you yourself do not know who the other person is exactly create an illusion
of complete anonymity. Even though, technically speaking, users can actually be
identified and are only anonymous to each other, this feeling of anonymity still has
psychological consequences. This pseudo-anonymity can be sufficient to make people
feel “safe” and disregard regular social norms. Like hooded demonstrators, seemingly
anonymous users may no longer feel obliged to follow social rules [21,22]. Not all
users make use of this “freedom,” but a significant portion do;

e Digital-exclusive mechanisms: The digital space provides various interaction mechan-
ics that are unknown or even impossible in the non-digital space. One example is ghost
banning. Ghost banning is a technique that is typically used against so-called trolls
(i.e., internet forum troublemakers who derive satisfaction from provoking other users
with polarizing statements). If a troll was just simply banned (deleted), this would not
solve the problem for a long time since the user could easily create a new account and
start again. Ghost banning, however, is a process through which a user is invisibly
banned from a social network, website, or online community. The user retains the
ability to browse through and use the available features without knowing that his or
her actions are invisible to other users. This, in turn, prevents the user from interfering
with other users [23]. Colloquially speaking, when an admin ghost bans a troll, this
puts the troll in an invisible cage where they are unaware that other users cannot see
their posts [24]. Initially, the ghost-banned troll has no way to determine his invisibility
to others and can at best wonder about the lack of reactions to his provocations. Only
if the troll would log in with another user’s account and obtain their perspective on
the online world could he or she find out what is going on. Transferring the technique
of ghost-banning to the non-digital space, one could imagine an invisibility cloak you
can put on troublemakers without the person noticing. What is pure fiction in the
real world is everyday life in the digital realm: every user receives his or her own
individual view of the (digital) world, and the differences are seldom communicated.

Already nowadays, due to the ubiquitous use of digital interaction channels, corre-
sponding digital norms are gaining more and more weight, which are in turn influenced by
the peculiarities of the digital space.

A Possible Future Scenario

Social norms are implicitly learned and adhered to, and norms from the non-digital
space influence those from the digital space, and vice versa [19]. We can conclude that
as digitally mediated social interaction becomes more and more pervasive in everyday
life, we are exposed to norms from the digital space to a greater extent. This, in turn,
increases the relative influence of these norms. Ultimately, this could lead to a situation
where norms from the digital space dominate over traditional norms that originated in the
non-digital world.

Taking into account the characteristics of the digital space mentioned above, this could
result in a greater level of rudeness and less consideration of the other’s emotional world. A
side effect could also be the development of avoidance strategies against direct, non-digital
interaction. In particular, people might stick to non-synchronous digital channels, such as
text messaging, as a protective shield to insulate themselves from the possibly distressing
interaction of the interaction partner [25], the so-called buffer effect [26]. In fact, there is
already a perceptible trend among younger people to avoid direct synchronous interaction,
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such as face-to-face conversations or telephone calls (e.g., [27]). Instead, they are turning
to more distant, mediated communication wherever possible. Instead of dealing with
one’s own empathic reactions, non-digital contact is more and more evasive. As a result,
empathic skills are used and trained less frequently, which, again, increases the preference
for digital channels—a self-reinforcing dynamic.

Along with these predictions, we must also consider that, of course, the repertoire
of traditional norms acquired over centuries in the non-digital world still continues to
shape our behavior. In other words, the current observable state is still skewed in favor of
conservative norms, and the future influence of norms from the digital world will become
even stronger. A fictitious society starting from “zero” would presumably be even more
strongly influenced by norms from the digital world. Following these thoughts, every
existing society will be influenced increasingly by digital norms over time—if solely for the
reason that older people, who tend to be representatives of conservative norms, die and are
replaced by those who come after them and who are more strongly influenced by norms
from the digital world.

4. Surveillance and Social Scoring

When the Internet emerged, the first goal was to create a failsafe communication
infrastructure that would continue to function even if parts of it broke down [28]. Only
later did additional (primarily economic-driven) goals emerge, such as creating specific
social networks, tracking users’ paths, and presenting targeted advertising. Thus, the early
days of the Internet were characterized primarily by freedom: Freedom in users’ actions
and freedom from control. This period is also referred to as the golden age of the Internet
or the Wild West period without rules [29].

However, as the popularity of the Internet increased, the economic potential of big
data and large user groups became more and more recognized. First and foremost, this was
the display of advertisements and the creation of numerous digital trading places [30]. In
addition, the dissemination of news and information also played an increasingly important
role. With more and more people obtaining their information from the Internet, the senders
of information gained a steadily growing reach [31]. A natural follow-up question was
how to maximize influence on users and how to establish information sovereignty: who
determines which of two contradictory pieces of information is “correct”?

Accordingly, it did not take long for various stakeholders to discover the worldwide
web and its users for their interests, and they began to extend their influence: Politicians,
news portals, the advertising industry, providers of consumer products, activists, and
individual opinion leaders as well as “influencers” [32]. As such, the Internet can be seen
as the antithesis of the classic democratic society, in which information sovereignty is con-
centrated in the hands of the state or a small group of people. On the Internet, on the other
hand, everyone is a sender and a receiver; everyone can potentially participate in opinion
formation [33,34] and is, thus, a potential competitor to the major established media—a
state of affairs that (traditional) media and politics losing control do not necessarily find
desirable. This is accompanied by attempts at surveillance and information control, such
as upload filters or sabotage of encryption technologies. Typically, these are justified with
popular goals such as criminal prosecution, referring to relatively small groups of offenders
(e.g., child pornography, illegal black markets). However, the negative effects and potential
misuse of surveillance technologies affect all users equally.

A Possible Future Scenario

With the increasing digitalization of everyday life, the potential for surveillance in-
creases as well. With every online action, users leave their digital footprints, becoming
more and more transparent citizens. On the users’ side, the awareness of monitoring
leads to adapted behavior, and even the mere awareness of potentially being monitored
creates distress—a symptom also known as the “chilling effect” [35]. Of course, this chilling
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effect can be deliberately utilized to steer user behavior in the desired direction. Since not
everyone needs to be monitored, this method is also cost-effective.

At the same time, alternative ways of surveillance, such as Al-based algorithms, will
become more popular. Where once actual humans had to detect offenses in the social media
world, algorithms can slip into the monitoring role. For example, such algorithms can
automatically detect copyright infringements, (child) pornography, or certain keywords
that are taboo on the platforms. However, the effect of such interventions has so far been
negligible, since even being banned from a platform does not generally represent a serious
consequence for these users.

With the introduction of social scoring, this has fundamentally changed. Social scoring
takes the monitoring aspect to a new level and turns implicit, casual influence into an
explicit, targeted one: with the use of social scoring—citizens receive points for desired
behaviors and deductions for undesired behaviors—desirable behavior is explicitly pre-
scribed (e.g., [36,37]). When such social scores affect real-life chances (e.g., when looking
for a job or when searching for an apartment), violations against desired behaviors have
specific and tangible consequences for users. Naturally, any criticism of this system will be
classified as an undesirable action as well. Withdrawal from such a system will become
almost impossible as soon as critical functionalities (freedom to travel, payment functions,
prioritization in the search for housing, jobs, hiring criteria analogous to a police clearance
certificate) are linked to the social score. In the end, the self-reinforcing spiral of social
scoring systems may result in more and more extreme and comprehensive rules until all
areas of human behavior are covered.

As these considerations reveal, the basic idea of social scoring already contains much
negative potential. Therefore, no matter what disruptive event of the future might stop it
or not, it seems important to consider now whether we want to prevent the establishment
of such a concept through our actions today.

5. AI as Decision-Making Aid or Decision-Making Authority

Artificial intelligence is already being used to support complex decisions, for example
in the fields of insurance [38,39], medicine (for example, diagnostics and pattern recog-
nition in image processing mentioned by Kermany et al. [40], Esteva et al. [41]), and HR,
where artificial intelligence can help identify the most suitable candidate for an advertised
position [42,43]. Across all these applications, the possibilities of artificial intelligence (in
particular, machine learning) are limited by three main factors:

e  The specification of the method, algorithm, or network topology;

e  The computing power for training the Al

e  The number of available data sets matching possible input data and output data (for
example, a large collection of different animal images, each with an indication of which
animal is depicted).

In many application domains, the current technical possibilities regarding all three
factors are sufficient to create Als that deliver results that are equal to or superior to those
of humans. Especially for the last factor, i.e., the data sets that link input patterns with
correct results, progress results as a kind of by-product of the activities of current users
(e.g., of social media platforms). Every new set of stored user data generates new training
data. Hence, the situation is becoming better every day—at least for those who can store
and utilize the data.

A Possible Future Scenario

As soon as Al methods are able to replace human labor or skills of equal quality, there
is no question of whether these methods will be applied. Not using such methods would
result in a significant competitive disadvantage, maybe even being put out of the market.
As methods and data collections continue to evolve, Al will find its way into more and
more fields as a decision support tool, such as jurisdiction [44,45], partner choice [46,47],
and many more.
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With the invasion of Al into ever new domains, many questions arise, beginning with
the most fundamental one: Should Al be allowed to enter all domains of human society or
are there any barriers?

Moreover, what if Al delivers recommendations that are politically incorrect and
therefore undesirable? How can it be ensured that the training data is “neutral” so that no
bias is transferred to the trained AI?

Moreover, who is responsible for the indirect consequences of Al recommendations,
and what kind of events can be traced back to an algorithm?

For example, in a recent case before the US Supreme Court, a mother whose daughter
died along with 130 other people in connection with the ISIS terrorist attack in November
2015 in Paris alleged that Google’s YouTube algorithms effectively amplified Islamic State-
produced materials in support of the extremists that killed her daughter [48]. As with
many online media platforms, YouTube’s recommendation algorithm basically aims to
suggest relevant items to users by directing them to videos that are similar to those they
have previously selected and watched. YouTube’s recommendations thus mirror the
user’s apparent interest. However, the family of the terror victim argues that YouTube’s
recommendations expose people to (ever more) hateful content, radicalize viewers, and
ultimately encourage them to make terrorist attacks of their own [49]. To date (as of
February 2023), the case is still under trial. With ever more complex Al systems and
algorithms in the future, such legal and moral questions will probably become more
complex as well.

In connection to this, another block of questions refers to the transparency of Al: Is
there a right to understand on what basis an Al makes concrete recommendations—and
how could such a right ever be realized if, by nature, Al decisions remain a black box to
some extent?

With the current state of technology;, it is certain that Al can neither offer error-free
decision-making nor transparent reasons for its decisions. At the same time, these shortcom-
ings do not mean that Al will not be applied, especially when considering the advantages
on the other side.

What will be essential, then, is how people feel about Al and its role in important
decisions in society. Would it be desirable, for example, if an Al that has access to your data
and will regard your interests would decide about the future and regulations in a country
instead of human politicians?

When asked that question, a survey found overall high ratings in favor of Al: In the
European region, the approval rate is 51% on average, with particularly strong support
for Al in Spain (66%), Italy (59%), and Estonia (56%). In China, 75% are in favor of Al as a
political decision-maker, whereas in the USA, only 40% want to delegate political decisions
to AI[50].

Independent from the application domain, it seems likely that the use of Al will
become more mainstream and that technological progress will more or less override the
discussion about which applications are desirable or ethical.

6. Outlook

The use of Al and digitalization in many areas of work and private life will continue to
increase in the future and hold great potential overall. Unpleasant tasks can be delegated to
technology; Al can take over tasks that overwhelm or bore humans (and possibly vice versa).
However, what we need to keep in focus are the major societal changes that might come
with the use of Al. A system based on supply and demand for (human) work performance
can hardly be maintained in its current form if artificial agents are competing with humans.
New ideas for living and working together are needed. While there is probably still some
time left before the big breakthrough of artificial agents, no one knows exactly how much
time. When that day comes, there needs to be an action plan defining the space we want to
grant Al in society. Otherwise, we will only be able to react to a factual reality instead of
designing a desirable future.
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Altogether, these considerations show that the innocent golden age of Al and digitiza-
tion is over. Simply accepting their effects and side effects on our society is not acceptable.
Conscious technology design requires us to predict how technology will continue to de-
velop, what effects we can expect on our society, and how we can counter these influences
with foresight. As in the physical world, our behavior in the digital space is influenced by
design decisions [19]. In order to promote desired, prosocial behavior and reduce antisocial
behavior, it needs a deliberate consideration of how certain features of technology affect
social dynamics and the world we live in. Not everything that is technically feasible is
morally acceptable. There is no such thing as neutral design.

Even with conscious design decisions, developing solutions that actually work flaw-
lessly continues to be a challenge. For example, the approaches chosen to promote prosocial
behavior can again have undesirable side effects. Trying to prevent antisocial behavior by
making users completely transparent means trading one problem for another. The same
applies to surveillance and social scoring. The negative effects of social scores must be
researched in advance so as not to create a factual situation from which it will be nearly
impossible to escape later on.

In sum, the development of good solutions that are morally and socially acceptable is
one of the current core tasks in the context of digitalization.
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