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Abstract: This work presents dynamic Tikhonov state forecasting based on large-scale deep neu-
ral network constraint for the solution to a dynamic inverse problem of electroencephalographic
brain mapping. The dynamic constraint is obtained by using a large-scale deep neural network
to approximate the dynamics of the state evolution in a discrete large-scale state-space model. An
evaluation by using neural networks with several hidden layer configurations is performed to obtain
the adequate structure for large-scale system dynamic tracking. The proposed approach is evaluated
over two models of 2004 and 10,016 states in discrete time. The models are related to an electroen-
cephalographic problem for EEG generation. A comparison analysis is performed by using static and
dynamic Tikhonov approaches with simplified dynamic constraints. By considering the obtained
results it can be concluded that the deep neural networks adequately approximate large-scale state
dynamics by improving the dynamic inverse problem solutions.

Keywords: dynamic state forecasting; deep neural network; large scale

1. Introduction

Deep neural networks (DNN5s) have emerged as promising tools for state estimation.
DNNs can learn complex non-linear relationships between inputs and outputs, making
them well-suited for estimating dynamic systems. Additionally, DNNs can handle high-
dimensional data and can be adapted to handle various state estimation problems. For
example, Zhang et al. [1] and Li et al. [2] discussed the impact of deep learning on the field of
inverse problems, with the former proposing a residual learning-based deep convolutional
neural network (CNN) approach for image denoising. They reviewed existing work in
this area and covered the basics of deep learning and its application for inverse problems.
However, Zhang et al. [3] and Chien et al. [4] focused on the use of Tikhonov regularization
for training DNNs. Zhang et al. [1] used the convergent block coordinate descent (CBCD)
algorithm for training with Tikhonov regularization, showing its effectiveness through
experimental results on various datasets. Chien et al. [4] explored the use of Tikhonov
regularization in acoustic modelling, showing that adding Tikhonov regularization can
improve the generalization performance of DNNs.

In order to solve inverse problems using DNNs and regularization, in Fkham, et al. [5]
the authors developed a DNN-based method for automatically learning the regularization
parameters in inverse problems, resulting in improved accuracy and robustness. Alter-
natively, Nguyen et al. [6] incorporated prior knowledge about the inverse problem into
the network architecture, resulting in improved accuracy and robustness compared to
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traditional DNN-based methods. Furthermore, Romano et al. [7] developed a method
called regularization by denoising (RED) for inverse problems, using a deep denoising
neural network to regularize the solution of an inverse problem. In contrast, Mao et al. [8]
introduced a deep learning-based approach for image restoration using a profound convo-
lutional encoder-decoder network architecture with symmetric skip connections to handle
the inverse problem and the experimental results that demonstrate the effectiveness of the
proposed approach were tested on several benchmark datasets.

According to Kolowrocki et al. [9], large-scale complex systems need to be modelled in
order to identify the cross-correlation of variables through their inherent complex dynamics.
In many cases, their dynamics are hard to describe using non-linear equations due to their
inherent couplings and complexity. As Sockeel et al. [10] reported, electroencephalographic
signals are a clear example of large-scale systems where the discrete state-space model
is represented by a large-scale non-linear state evolution equation and a measurement
equation. The state estimation in EEG is an ill-conditioned, ill-posed inverse problem that
requires additional constraints to be solved adequately as Sanchez-Bornot [11] mentioned.
In many cases, as Wang et al. [12] reported, the number of states to be estimated is large
and requires high-performance computing.

This paper proposes a dynamic Tikhonov state forecasting method based on large-
scale DNNs as dynamic constraints, evaluated for the solution to an EEG inverse problem
for neural activity estimation and compared with the static version of the method. The
non-linear dynamic of state evolution is approximated by using the non-linear structure
of the DNNs for two brain models with 2004 and 10,016 sources in which the EEG dy-
namics are simulated and approximated using the state measurements. Qualitative and
quantitative analysis is performed for the state estimation for dynamic tracking, where the
quantitative analysis is measured in terms of the least-squared estimation error. As a result,
an improvement in the dynamic tracking of the EEG is achieved for the proposed dynamic
Tikhonov based on the DNN approach obtained in comparison with the static and dynamic
Tikhonov approaches.

The paper is organized as follows: in Section 2 the dynamic Tikhonov structure based
on DNN constraints is presented; in Section 3, the state forecasting results for the proposed
approach and the static and dynamic Tikhonov approaches are shown. Finally, in Section 4,
the conclusions and final remarks are presented.

2. Materials and Methods
2.1. Forward Dynamic Problem

The measurements equation for the state-space representation of the EEG dynamics
can be described as follows:

Y = Axp + € 1)

where yy are the vector time series measurements at time k, xy, is the state vector, and A is
the lead-field matrix. In addition, the intrinsic dynamic evolution of the states x; is defined
through a non-linear differences equation, as follows:

Xk = f(Xk—1, Xk—2, -+ .) + 1k )

where f is a non-linear dynamic difference equation that describes the state evolution. The
structure of f(.) can be defined as a non-linear physically motivated model, as used in [13].

2.2. Dynamic Tikhonov Based on DNN

Consider a cost function defined by

Te = llyk — Axiell3 + A%[|xx — x; |15 3)
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where x the a priori state estimation, and where the solution can be computed as
tr = (ATA+ 22D Y (Alye 4+ A%x;) )

In this work, the a priori estimation is performed by using a DNN in order to consider
the dynamic evolution of the states, therefore approximating the function described in (2)
as follows

X = P(%-1) ©)
where @ is the DNN. Therefore,
T = llye = Axellz + A% [0 — @(2-1) 13 (6)
where the solution for state forecasting can be computed as
$i= (ATA+ N (AT + V20 () @)

The DNN in Figure 1 shows the structure of the DNN & of (5), used to approximate
fin (5). It has an input layer x;_1, three hidden layers which are all fully connected, and
an output layer x; with two outputs.

Input layer Hidden layers Ouput layer

Figure 1. DNN used to consider the dynamic evolution of the states in the Tikhonov method.

3. Results
3.1. Experimental Setup

In order to evaluate the performance of the proposed dynamic Tikhonov approach
based on DNN dynamic constraints, a simulation of the time series corresponding to
the EEG was performed using Equations (1) and (2). To this end, the lead-field matrix
corresponding to the New York head model was used [14].

The model considered two different source configurations, a detailed representation
of which can be seen in Figure 2.
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Figure 2. New York head model was selected for two source configurations: a model with n = 2004
sources, and a model with n = 10,016 sources.

The non-linear function for states evolution f(.) was simulated considering the struc-
tures proposed in [13] as follows:

X = Arxp_1 + ApXp_o + Asxply + Agxp2, + Asxy_y, 8

where o is the Hadamard product and 7 is the delayed state. The simulation of the EEG was
developed considering A; = 0.81, and A3, A3, A4, and As equal to zero. The approximation
of the function f was performed by the DNN & by using a structure with three hidden
layers, ReLU activation functions and an L2 regularization parameter to avoid overfitting
and reduce model complexity to improve performance on the test data. A comparative
analysis in terms of the least-squared error was performed considering the static and
dynamic Tikhonov approaches. The implementation of the proposed DNN approach was
performed in Python using TensorFlow.

Figures 3 and 4 show the simulated EEG using a brain model with 2004 and 10,016 states
of four EEG time series measurements, respectively.
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Figure 3. Simulated EEG for a head model with 2004 states. (a) Two channels of simulated EEG:
channels 1 and 2. (b) Two channels of simulated EEG: channels 3 and 4.
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Figure 4. Simulated EEG for a head model with 10,016 states. (a) Two channels of simulated EEG:
channels 1 and 2. (b) Two channels of simulated EEG: channels 3 and 4.
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3.2. State Forecasting Results

The state forecasting results show that the proposed dynamic Tikhonov based on the
DNN approach achieves the closest fit to the trustworthy sources, as evidenced by the
lower estimation error compared to the static and dynamic Tikhonov approaches, as shown
in the following graphs for the two models and the estimation with different hidden layers.
Results were obtained by testing the New York model for 2004 and 10,016 states, comparing
the behaviour of the data estimates with different architectures, making variations from zero
layers, for a simple linear regression model, to three layers, obtaining the best performance
with the dynamic Tikhonov based on the DNN approach.

Real and estimated states using the Tikhonov and dynamic Tikhonov based on the
DNN are shown in Figures 5 and 6 using one and three hidden layers, respectively. Four
states (10, 600, 1200, and 2000) were used for the model to adequate estimate the behaviuor
of the source in different states. In all four cases, it can be seen that the behaviour of the
dynamic Tikhonov based on the DNN approach overcomes the Tikhonov approach, and
that the three-layer architecture achieves a better performance compared to the one-layer
architecture. In order to observe the behaviour of the implemented methodology, a test
with a 2004-state model (considered small) was made.
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Figure 5. Output estimation for the one-layer architecture of the Tikhonov and dynamic Tikhonov
based on the DNN models for 2004 states.

Once several architectures for the model with 2004 states were tested, they were
extrapolated to a model with 10,016 state to observe the dynamic behaviour of the system
with Tikhonov and dynamic Tikhonov based on DNN approaches. This comparison for
the architectures was also made for the model with 10,016 states. Figures 7 and 8 show the
results obtained by using one and three hidden layers, respectively. Four states (states 100,
2500, 5000, and 10,000) were used to observe the behaviour of the approaches with respect
to the source in different states for a bigger model.

Overall, the models with 2004 and 10,016 sources and three hidden layers demon-
strated the efficacy of the proposed dynamic Tikhonov based on the DNN approach for
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state estimation in the context of the EEG inverse problem. The approach achieved lower
estimation errors, was closer to sources, and had faster convergence rates than the static
and dynamic Tikhonov approaches.
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Figure 6. Output estimation for the three-layer architecture of the Tikhonov and dynamic Tikhonov
based on the DNN models for 2004 states.
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Figure 7. Output estimation for the one-layer architecture of the Tikhonov and dynamic Tikhonov
based on the DNN models for 10,016 states.
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Figure 8. Output estimation for the three-layer architecture of the Tikhonov and dynamic Tikhonov
based on the DNN models for 10,016 states.

Figure 9 shows the estimation results from the forecasting, demonstrating that the
DNN approach continues to achieve the closest fit to the actual sources and exhibits the
lowest prediction error compared to the static and dynamic Tikhonov approaches. This
suggests that the DNN approach is more effective in capturing the complex non-linear
dynamics of the EEG sources.
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Figure 9. Output estimation of the Tikhonov and dynamic Tikhonov based on the DNN models for
2004 and 10,016 states.

Table 1 shows the estimation results for the static and dynamic Tikhonov approach in
terms of the least-squared error for a model with 2004 and 10,016 states.
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Table 1. Mean-squared estimation error.

Model Regularized LS Model 2 K Regularized LS Model 10 K
Estatic 639.016 602.9669
Dynamic 127.4491 95.4469

The least-square error for the dynamic Tikhonov approach is significantly lower than
for the static Tikhonov approach for both models. This suggests that incorporating the
temporal dynamics in the state estimation problem can significantly improve the accuracy
of the estimation. In addition, Table 2 shows the estimation errors by using the proposed
dynamic Tikhonov with DNN constraints approach using several configurations of hidden
layers in terms of the least-squared error.

Table 2. Mean-squared estimation error.

Hidden Layers Regularized LS-DNN Model 2 K  Regularized LS-DNN Model 10 K

0 439.4857 897.7086
1 348.5712 60.4926
2 177.608 42.6174
3 104.813 34.2116

In terms of the least-squared estimation error, the dynamic Tikhonov approach with
DNN constraints outperformed both the static and dynamic Tikhonov approaches, as well
as achieved better results with an increasing number of hidden layers.

4. Discussion and Conclusions

The proposed dynamic Tikhonov based on the DNN constraints approach was eval-
uated to solve an EEG inverse problem for neural activity estimation. By approximating
the non-linear dynamic of state evolution using DNNs for two brain models with 2004
and 10,016 sources, the method improves the dynamic tracking of EEG. Qualitative and
quantitative analyses were conducted for state forecasting for dynamic tracking, and the
proposed method showed better results than the static and dynamic Tikhonov approaches.
The findings indicate that using a dynamic approach that considers changing dynamics
over time can improve the estimation accuracy, especially when combined with DNN
constraints and multiple hidden layers. The proposed method also has the potential for
future behaviour prediction and could be valuable in solving inverse problems in various
applications with dynamic behaviour and non-linear dynamics.
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