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Abstract

:

A construction site is an open and dynamic space. Construction accidents have been the top-ranked occupational accidents among all industries around the world. Due to the limited quality and quantity of occupational safety supervisors on construction sites, it is difficult to control or prevent risks in real-time. Therefore, a real-time safety warning system based on a deep learning technique (DL) is developed for lifting operations in building construction, called a portable lightweight lifting safety control station (PLSCS). Two modes can be switched manually by the supervisor. If the mode is switched to lifting control mode, PLSCS helps to ensure that nobody is in the hazardous area during lifting operations. The advantages and features of this system are as follows: (1) it warns of the potential safety hazards automatically during the operations; (2) it reduces the workload of occupational safety supervisors; (3) the system is self-powered and easy to carry and deploy. The system was tested and verified in the actual construction site. The results show that the system is useful for improving the safety of lifting operations.
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1. Introduction


According to the data released by the Ministry of Labor in Taiwan [1], the “construction industry” accounted for the highest proportion of deaths from major occupational disasters in the workplace in 2019. The number of deaths was a total of 168 people, which was an increase of 35% compared with the previous year, and accounted for 53.2% of the 316 people who died that year. The primary reason for the high accident rate is that construction sites are highly open and dangerous. Due to the large-scale and high-rise building projects in the past decades, the utilization of heavy cranes is becoming popular. Moreover, uncertain factors, e.g., a tight schedule, temporary work station, and the moving of lifting tools, have caused the high risk of falling objects and injuries to construction workers. More attention needs to be paid to the safety control of construction lifting operations.



Due to the rapid development of artificial intelligence (AI) technology (such as deep neural network (DNN) and convolutional neural network (CNN)) [2], the traditional on-site occupational safety management problems that are difficult to improve in construction sites have gained an opportunity for improvement.



In this research, a “Real-time Safety Warning System for Lifting Operations in Construction Sites” based on YOLO [3] was developed. YOLO is a CNN-based image detection and recognition technique that is widely used in real-time applications. The YOLO technique is adopted to localize personnel, and then the detected personnel is checked to determine whether they are in the lifting control zone. Then, a warning is triggered to prevent the potential safety hazards.



The remaining sections of this paper are organized as follows. Section 2 collects and analyzes the relevant literature. Section 3 presents our proposed method with the framework. Then, the implementation of the system is given in the following sections. Finally, the last section concludes the findings.




2. Related Works


The definition of “hazard” is a potential factor that causes harm or damage to human health, and “hazard recognition” is the process of identifying the existence of hazards and defining the characteristics of hazards [4]. Generally, the techniques of hazard recognition and risk assessment include methods such as checklists [5]. There is a lack of hazard recognition methods and techniques for on-site implementation [6]. Recently, many scholars have applied advanced information technology to hazard recognition to enhance the effectiveness of automatic safety management [7,8,9].



Since 2012, deep learning technology (DL) has adopted the graphics processing unit (GPU) meaning that computer recognition capabilities have been improved rapidly. Industry and academia have also paid attention to the application of DL on laborer, machine, and material tracking and the management of construction sites [10,11].



We have reviewed the applications of AI and image recognition technology in the safety management of construction projects. The related literature included workers’ safety equipment recognition [4], worker unsafe behavior recognition [10], fall prevention from heights on construction sites [11], and construction site fall risk monitoring [12].



Due to the development of AI, the technology now is applied to real-time image recognition. The technologies involved include deep convolutional neural network (DCNN) [13], region-based convolutional neural network (R-CNN) [14], fast region-based convolutional neural network (Fast R-CNN) [15], faster region-based convolutional neural network (Faster R-CNN) [16], and YOLO image recognition technology (You Only Look Once: Unified, Real-Time Object Detection) [3,17].



Among these technologies, YOLO achieves a higher recognition speed than other technologies to identify object categories quickly. However, its disadvantage is its bad performance in the localization of objects [5]. Due to the requirement of real-time identification in this research, the latest version of YOLO was used for the recognition of workers.



Regarding the relevant research on crane safety management and control, the important studies are as follows. Price et al. [18,19] and Fang et al. [20] proposed to establish a 3D working model of the crane lifting environment through a variety of sensors, simulate the crane movement posture, and provide the operator with lifting assistance in real-time through a graphical interface. The research reduced the operator’s limited visibility during the lifting operation, causing collision hazards. Peng et al. [21] proposed the automatic monitoring and early warning of external power failures. Liu et al. [22] proposed an operator fatigue warning system, in which the authors focused on the automatic monitoring of worker safety using artificial intelligence technology for lifting operations.



According to the literature we mentioned before, the safety management of construction sites has evolved from traditional technology to automatic recognition with AI. Our research uses image recognition AI techniques and network communication to construct a safety control system for workers in regard to lifting operations on construction sites as part of the automation of construction management.




3. Proposed Method


3.1. Application Scenario


During the construction phase of a building project (including concrete pouring, formwork, and rebar assembling), it is necessary to employ cranes for material lifting operations frequently. In the lifting operation, if the object falls from the crane, it is easy for it to cause accidents. Therefore, our research will focus on the safety control of lifting operations.



In the traditional practice of occupational safety management, the operation supervisor checks visually whether the construction worker has left the lifting area or the worker is approaching or breaking into the control zone, according to the construction regulations. In recent years, closed-circuit television (CCTV) has been widely installed on construction sites to facilitate safety management. However, due to uncertain factors such as short lifting operations, temporary placement, location changes, and so on, CCTV cannot be relocated efficiently. Moreover, CCTV usually does not have dedicated monitoring personnel when it is online, which makes it impossible to monitor effectively.



To solve the above problem, we proposed a portable lightweight lifting safety control station (PLSCS) to improve the safety problem encountered in traditional lifting operations. The application scenario of the proposed method is shown in Figure 1. The framework of the PLSCS is shown in Figure 2.




3.2. Framework and Flow


In this system, we use YOLO as a technique to recognize the worker, which is applicable in complex construction environments to achieve effective early warning in safety control.



The proposed PLSCS can be deployed quickly and deployed on a large scale. After the deployment of PLSCS is completed, the supervisor only needs to set up the safety control zone (digital fence), according to the environment of the construction site, in order to solve the problem of difficult supervision during lifting operations. The system achieves full-time and real-time safety zone control to ensure the safety of the workers in lifting operations. The proposed system’s software architecture is shown in Figure 3. The flowchart is shown in Figure 4, and the description is shown as follows.



Firstly, when the PLSCS is powered on, it automatically notifies the server via the TCP/IP that the PLSCS is online. The microcontroller sends the ID of the PLSCS and the online message to the identification server. Once the PLSCS is online, the server obtains the real-time image from the IP camera. The microcontroller and the IP camera must connect to the same 4G router and use the same network to connect to the outside world. Therefore, the recognition server can obtain the IP address of the microcontroller and connect to the IP camera via a specified port to obtain real-time images.



Afterward, a safety control zone needs to be defined. The on-site operation supervisor uses the real-time image provided by the tablet computer and the server to define the safety control zone. The supervisor draws the area through the web application as a safety control zone for lifting operations.



Then, two modes can be set in the system, namely the worker operation mode and lifting control mode. In the worker operation mode, a reasonable phenomenon happens in order for the worker to enter the safety control zone before the lifting operation. In this mode, the image recognition function is turned off. The relevant personnel can watch real-time operation images through the Internet. In the lifting control mode, workers are not allowed to enter the safety control zone. The image recognition function is turned on and the automatic safety warning function is started. The alarm sound “Do not enter the lifting area!” plays through the speaker.



When the recognition system finds that a person has intruded into the safety control zone, an alarm is activated, and the information is provided to the safety personnel through the speaker. The on-site supervisor can choose to reset the status to the worker operation mode or the lifting control mode after the alarm is triggered.





4. System Implementation


The main server’s hardware specifications include a CPU with i5-9400 2.90 GHz, memory of 8 GB, and a GPU with Nvidia Geforce GTX 1650. The recognition server and the web server of the web application in this system are both set up in the same server to reduce the cost.



The system was tested and verified at the actual construction site. The on-site implementation of the proposed system is shown in Figure 5. The set of PLSCS hardware equipment included the following.



	
An IP camera to obtain real-time images of the lifting worksite.



	
A tripod mounted with the IP camera, which can adjust the shooting angle, height, and worksite position.



	
A 4G router placed in a PLSCS control box, providing a webcam, tablet, and microcontroller internet services.



	
A microcontroller responsible for receiving the signal sent by the wireless remote control, sending and identifying server messages, and providing an MP3 (warning audio) playback function.



	
A speaker playing an alarm audio to inform workers of the current control status of the on-site situation.



	
An AC power bank is placed in the control box of the PLSCS to supply power to IP cameras, 4G routers, and microcontrollers.






The system application user interface is shown in Figure 6, which includes the following.



	
An image display area that shows real-time images from the IP cameras, safety control zone, and human recognition results.



	
A warning status area that changes and has four phases: an initialize phase, operation phase, monitoring phase, and hazard warning phase.



	
A safety control zone setting that includes the area type, size adjustment, and area movement.



	
An event log that records hazardous events for the management supervisor to review.






The proposed system applies YOLO v3 for human recognition and adopts the latest training model provided by YOLO [17]. The model can detect 80 types of objects, but we only chose the “Person” types from the output from YOLO. Since the lifting operation site is a large area, the camera needs to be elevated and viewed from a slightly downward aerial view to fully capture the operation area. However, the height and viewing angle increase will affect the recognition accuracy, since the human features appear less clear in the image. Therefore, it is recommended to set up the camera with a height less than 4 m and a view angle less than 60° to achieve a balance between the recognition results and the shooting range. In addition, when the confidence threshold was set to 0.6, we found that the triangle cone or canvas was misjudged as a human in the preliminary tests. Finally, the confidence threshold was set to 0.7 to achieve a balance.



Regarding the setting of the safety control zone, the virtual digital fence indicates the safety control zone for lifting operations, which means that when the lifting crane is operating, people are prohibited from entering under or passing by the lifting crane and objects. The safety control zone settings consist of drawing, moving, and zooming operations. The user must select the drawing shape (includes rectangle, ellipse, and irregular shape) before drawing the safety control zone. Next, the user needs to click on the real-time image of the web application to set the coordinates of the shape. The user can move or zoom to fine-tune the drawn area after the shape is set. A simple example of the safety control zone setting and human recognition results is shown in Figure 7; the human is marked with a red color when he/she is in the safety control zone. Otherwise, they are marked with a green color if they are outside the safety control zone.




5. Conclusions


We present the results of collaborative research between the construction industry and the university to propose a portable lightweight lifting safety control station (PLSCS). The proposed PLSCS integrates servers, tablets, cameras, and edge-computing equipment, and develops a real-time safety warning system for lifting operation in construction sites. The system implemented YOLO v3.0 for human detection, and we set the unsafety alert area with the concept of a virtual digital fence to detect whether any worker is breaking into the safety control zone during lifting operations. The system is triggered by a hazardous situation, i.e., when humans enter the safety control zone, and the system plays a warning alarm to warn the on-site laborers. Moreover, the system also sends a message through the communication application to inform the relevant management supervisor. Therefore, the field operation and the occupational safety management supervisors can monitor the multiple construction sites remotely to reduce the personnel requirements on-site, and also to decrease the occurrence of accidents. As a result, the proposed system has achieved the goal of ensuring the safety of workers in the construction project environment.
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Figure 1. Application scenario. 






Figure 1. Application scenario.



[image: Engproc 38 00003 g001]







[image: Engproc 38 00003 g002 550] 





Figure 2. Parts of lightweight lifting safety control station. 
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Figure 3. System architecture. 
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Figure 4. System flowchart. 
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Figure 5. PLSCS in the construction sites: (a) two monitoring cameras; (b) control box. 
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Figure 6. User interface of the proposed system. 
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Figure 7. Schematic diagram of human safety recognition. 
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