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Abstract: Slope failure is a severe natural disaster that can cause property damage and human
costs. In order to develop a warning system for slope failure, various studies have been conducted,
including research based on both physics-based models and machine learning-based models. While
machine learning-based approaches have shown promise due to their ability to automatically extract
hidden patterns in data, conventional machine learning models have their limitations. Specifically,
while they can always provide a prediction value, they fail to provide information about the un-
certainty of the prediction results. In this study, we developed a machine learning model that can
predict the slope failure by training trends in time-series data. Our proposed model addresses the
limitations of the conventional machine learning models by incorporating the Monte Carlo dropout
to calculate the uncertainty during the prediction stage. The experimental results demonstrated
that the proposed model significantly outperforms the conventional machine learning models in
terms of both its prediction accuracy and the ability to estimate uncertainty. Furthermore, the model
proposed in this study can support decision-makers by providing more accurate information than
the conventional models.
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1. Introduction

Slope failure is a severe natural disaster that can cause significant property damage
and even the loss of life [1]. In order to develop a warning system for slope failure, various
studies have been conducted in the past. One approach that has gained significant attention
in recent years is machine learning [2]. Machine learning-based models have the potential
to provide accurate predictions by automatically extracting the hidden patterns in data [3].

In contrast to machine learning, physics-based models are built on the principles of
mechanics and physics [4]. These models typically require a detailed understanding of the
geology and soil mechanics of the area in question. The major disadvantage of physics-
based models is that obtaining an exact mathematical formula is often oversimplified and
impractical, especially in complex geological settings [5]. These limitations lead to the
formation of models that are not sufficiently precise or efficient for predicting the slope
failure [6].

On the other hand, machine learning-based prediction models can be highly effective at
predicting the slope failure by training on large datasets and identifying the hidden patterns
in the data. However, traditional machine learning models often have their limitations. For
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example, they may need to consider the uncertainty associated with the prediction result,
which can make it difficult for decision-makers to make informed decisions.

To address these limitations, we proposed a machine learning-based slope failure
prediction model that considers the prediction result’s uncertainty. Our model uses time-
series data to train a machine learning algorithm and incorporates the Monte Carlo dropout
to calculate the uncertainty of the prediction result [7]. In doing so, we aimed to provide
decision-makers with more accurate and reliable information about the potential risks
associated with a given slope.

The rest of this paper is organized as follows: Section 2 provides an overview of the
materials and methods for slope failure prediction. Section 3 describes the results and
discussion of the experiment. Finally, Section 4 concludes the paper and suggests some
future works.

2. Materials and Methods

In this section, we describe the data collection and preprocessing, model architecture,
training and validation, and model evaluation procedures that were used to develop a
machine learning-based slope failure prediction model considering the uncertainty of
prediction.

We used the displacement and remaining failure time data collected from a slope
stability monitoring system installed on a slope located in Yeongdeok-gun, Gyeongsangbuk-
do [8]. The monitoring system recorded the displacement of the slope at a frequency of day
and the remaining failure time of the slope at regular intervals. The dataset consisted of
586 time-series data.

To prepare the displacement and remaining failure time data for use in our proposed
model, we performed z-score normalization. This involved calculating the mean and
standard deviation values of the data and subtracting the mean from each data point, then
dividing the result by the standard deviation. This normalization step was necessary to
perform to ensure that the data were on a similar scale, allowing our model to effectively
identify patterns and relationships in the time-series data.

We utilized a long short-term memory (LSTM) model, a type of recurrent neural
network (RNN) [9], to develop a machine learning-based slope failure prediction model.
LSTMs are well-suited for sequence-to-sequence prediction tasks [10], as traditional RNNs
often face the vanishing gradient problem where gradients become too small to learn
long-term dependencies over many time steps. To address this issue, LSTMs incorporate
a memory cell and gating mechanisms that regulate the flow of the information. The
memory cell retains information over time, while the gating mechanisms control the amount
of information retained, forgotten, or passed to the next time step. These mechanisms
comprise three sigmoid functions and one tanh function, which compute the input gate,
forget gate, output gate, and candidate memory vector, respectively.

LSTMs are widely used in natural language processing [11], speech recognition [12],
and time-series prediction [13]. They are especially effective for tasks requiring long-term
memory, such as language modeling, where the network must recall the context of a
sentence over many words. In this study, we employed an LSTM network to capture the
long-term dependencies present in the time-series data of displacement and remaining
failure time.

The model architecture is composed of a stack of two LSTM layers, each with 64 units,
followed by a dense layer with a single unit. To estimate the uncertainty, we applied the
Monte Carlo dropout to the output layer. In further detail, dropout is a regularization
technique that is commonly used in deep learning to prevent overfitting. It randomly
sets some of the output activations of the layer to zero during training. During inference,
dropout is applied by randomly dropping out neurons with a certain probability, and the
prediction is then computed by taking the average of the outputs of the network over
multiple dropout iterations. This approach allows us to estimate the model’s uncertainty
by measuring the variance of the predictions across the dropout iterations. Therefore, we
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applied the MC dropout to the output layer to obtain a more accurate estimate of the
model’s uncertainty.

We randomly split the collected data into a training data and a validation data set
with a ratio of 70% and 30%, respectively. We used the Adam optimizer for training the
model with a learning rate of 0.01. We used the mean squared error (MSE) loss function
with an additional term that calculates the standard deviation of the MC dropout output as
a measure of uncertainty. The model was trained for 100 epochs, and batch sizes of 32 were
used. The validation loss was used to monitor the model’s performance during training.

We assessed the performance of the prediction model using two popular metrics; the
root mean squared error (RMSE) and the mean absolute error (MAE). To assess the model’s
ability to predict the uncertainty of the prediction, we generated 100 MC dropout samples
for each test data point and estimated the uncertainty of the prediction. All computations
were performed using the TensorFlow deep learning framework.

3. Results and Discussion

The results of our study indicate that the machine learning-based slope failure predic-
tion model using a Bayesian LSTM with MC dropout can accurately predict the remaining
failure time of a slope, while also estimating the uncertainty of the prediction. The Bayseian
LSTM model showed a performance improvement of 3.5 in terms of MAE and 6.9 in terms
of RMSE over the original model, respectively. The estimated uncertainty of the prediction
allows decision-makers to have a more accurate and reliable assessment of the risks associ-
ated with slope instability. Furthermore, the examples of the predicted outputs presented
in Figure 1 highlight the significance of estimating uncertainty. The large gap observed
between the true and predicted values when the uncertainty of the output is significant
emphasizes the importance of considering the uncertainty estimates in making decisions
related to the slope stability.
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Figure 1. Examples of predicted output distribution which has actual values of; (a) 328, (b) 368, and
(c) 460, respectively.

The use of machine learning for slope failure prediction has the potential to provide a
more accurate and reliable warning system for slope failure. Compared to physics-based
models, machine learning models can better capture the complex relationships between the
various factors that contribute to slope failure, such as soil properties, rainfall, and slope
geometry. However, the use of machine learning models can also introduce new sources of
uncertainty which need to be considered.

In our study, we used a Bayesian LSTM with MC dropout to estimate the uncertainty
of the prediction. By estimating the uncertainty, we can provide decision-makers with a
more accurate assessment of the risks associated with the slope instability.

4. Conclusions

In conclusion, our study developed a machine learning-based slope failure prediction
model that can accurately predict the remaining failure time of a slope, while also estimating
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the uncertainty of the prediction. This model has the potential to provide decision-makers
with a more accurate and reliable warning system for slope failure. Future work should
focus on validating the model on data from other monitoring systems and slopes, as well
as exploring more efficient methods for estimating uncertainty.
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