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Abstract: CBIR (Content Based Image Retrieval) has become a critical domain in the previous decade,
owing to the rising demand for image retrieval from multimedia databases. Typically, we take
low-level (colour, texture and shape) or high-level (when machine learning techniques are used)
features out of the photos. In our research, we examine the CBIR system utilising three machine
learning methods, namely SVM (Support Vector Machine), KNN (K Nearest Neighbours), and CNN
(Convolution Neural Networks), using Corel 1K, 5K, and 10K databases, by splitting the data into
80% train data and 20% test data. Moreover, compare each algorithm’s accuracy and efficiency when
a specific task of image retrieval is given to it. The final outcome of this project will provide us with
a clear vision of how effective deep learning, KNN and CNN algorithms are to finish the task of
image retrieval.
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1. Introduction
1.1. Image Retrieval

The explosive growth of digital images in recent years has led to the development
of image retrieval systems The viewing, searching, and retrieval of images from a sizable
database of digital photographs are made possible by image retrieval systems. Adding
metadata to images, such as captions, keywords, titles, or descriptions, is a common practise
in traditional techniques of image retrieval. To address this challenge, extensive research
has been conducted on automatic image annotation.

The design of web-based picture annotation tools has been influenced by both conven-
tional approaches as well as the growth of social web apps and the semantic web. Image
retrieval search techniques include content-based image retrieval (CBIR), image collection
exploration, and image meta-search. A user-supplied query picture or user-specified image
features are used by CBIR instead of written descriptions to determine how similar an
image’s contents, such as textures, colours, and forms, are to the query image.

It is critical to establish the extent and nature of picture data in order to assess the
degree of complexity of the image search system architecture. A search system’s predicted
user traffic and the user base’s diversity are two more elements that affect design.

1.2. Content-Based Image Retrieval

The task of finding digital images in massive databases is known as the “image
retrieval problem”, and content-based image retrieval (CBIR) is the practical application of
machine learning algorithms to this problem. Query by image content (QBIC) is another
name for CBIR [1]. Traditional concept-based methods that rely on metadata such as
keywords, tags, or image descriptions are not supported by CBIR. The term “content” in
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this case can refer to colours, shapes, textures, or any additional data that can be inferred
from the image itself. The search studies the contents of the image rather than its metadata.

CBIR is advantageous since searches that just employ metadata are reliant on the
accuracy and completeness of the annotations, and because manually annotating photos
by inserting keywords or other metadata in a big database can be difficult to execute and
may not yield the required results. Similar to keyword image search, which is arbitrary
and poorly defined, CBIR systems face difficulties in quantifying success. IBM built the
first commercial CBIR system, QBIC (Query by Image Content), and newer network and
graph-based systems have presented easy and appealing replacements to existing methods.

Due to the limits of metadata-based systems and the wide variety of applications
for effective image retrieval, CBIR has increased interest. To address these needs, user-
friendly interfaces and human-centred design have begun to be included in CBIR research.
Many other features are now employed in CBIR systems, which were first designed to
search databases using picture properties including colour, texture, and shape. However,
scalability and miscategorisation problems persist with standards created to classify photos.

CBIR has been applied to a variety of applications, including satellite imagery [2],
mapping, medical imaging [3], fingerprint scanning [4,5], and biodiversity information
systems. The overall goal of this research article is to investigate content-based picture
retrieval including its approaches, strategies, and uses. The paper also covers current
research initiatives, difficulties, and CBIR’s future directions.

2. Methodology

The proposed CBIR (Content-Based Image Retrieval) system with machine learning
consists of an offline and online phase. In the offline phase, the system extracts feature
vectors using Local Patterns methods for all images in the database, labels 60–70% of
images from each class [6], and trains a machine learning classifier (e.g., SVM, KNN, and
CNN) [7] to predict class names for each feature vector. In the online phase, the user inputs
a query image, its feature vector is calculated using LNP (Local Neighbour Pattern), and the
machine learning classifier predicts the class name. The system retrieves images from the
same class in the offline phase using Euclidean distance calculations and presents the top K
results to the user. Three datasets were used to test the system: Corel 1K (1000 images with
10 classes of 100 images each), Vistex (640 images of size 512 × 512), and Faces (40 classes,
each with 10 images of size 112 × 92 pixels, showing variations in lighting, facial details,
and expressions). Figure 1 shows the architecture of Content-Based Image Retrieval.
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2.1. Co-Occurrence Matrix Calculation

Suppose the input image has Nc and Nr pixels in the horizontal and vertical directions,
respectively. Assume Zc = {1, 2, . . . , Nc} is a horizontal space domain and Zr = {1, 2, . . . ,
Nr} is a vertical space domain. When the direction θ and distance d are given, the matrix
element P(i,j/d,θ) can be expressed by calculating the pixel logarithm of co-occurrence grey
levels i and j. Assume the distance is 1, θ equals 0◦, 45◦, 90◦, and 135◦, respectively, the
formulae are:

P(i,j/1,0) = #{[(k,l),(m,n)]∈(Zr × Zc)|k −m| = 0,|l − n| = 1,f(k,l) = i,f(m,n) = j}, (1)
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P(i,j/1,90) = #{[(k,l),(m,n)]∈(Zr × Zc)|k −m| = 1,|l − n| = 0,f(k,l) = i,f(m,n) = j}, (2)

P(i,j/1,45) = #{[(k,l),(m,n)]∈(Zr × Zc)(k −m) = 1,(l − n) = −1or(k −m) = −1,(l − n) = 1,f(k,l) = i,f(m,n) = j}, (3)

P(i,j/1,135) = #{[(k,l),(m,n)]∈(Zr × Zc)(k −m) = 1,(l − n) = 1or(k −m) = −1,(l − n) = −1,f(k,l) = i,f(m,n) = j}, (4)

where # represents the pixel logarithm, which generates brackets, and k,m and l,n reflect
modifications of selected calculation windows.

2.2. Texture Features Extraction

Formula (5) will convert a colour image into a 256-level greyscale image.

Y = 0.114 × B + 0.587 × G + 0.29 × R, (5)

where Y is the grey-scale value. R, G, and B represent red, green, and blue component
values, respectively. Because the grey scale is 256, the corresponding co-occurrence matrix
is 256 × 256. The grey scale of the initial image will be compressed to reduce calculations
before the co-occurrence matrix is formed. A total of 16 compression levels were chosen
in the paper to improve the texture feature extracting speed. Four co-occurrence matrices
are formed according to Formula (3) to Formula (6) in four directions. The four texture
parameters are calculated: capacity, entropy, moment of inertia, and relevance.

For an image li and its corresponding feature vector Hi = [hi, 1, hi, 2, . . . , hi, N], assume
the feature component value satisfies a Gaussian distribution. The Gaussian normalization
approach is used to implement internal normalization in order to make each feature of the
same weight.

hi,j′ = hi,j −mjσj, (6)

where mj is mean and σj is the standard deviation. hi,j will be unitized on a range [−1,1].
The texture feature of each image is calculated according to the above steps. The texture
values are compared by Euclidean distance, the closer the distance the higher the similarity.

3. Results and Discussion

Using average precision, the proposed retrieval system’s effectiveness is assessed for
each query. Equation (7) can be used to obtain the area beneath each query’s precision,
where the precision is the proportion of relevant images to all images retrieved.

Precision =
relevant images− retrieved images

retrieved images
(7)

In this Proposed method, three different types of databases area used, and three types
of techniques are used. Here, the query images (k) are fixed at 8. Figures 2–4 show the
retrieved images in an animal database and the accuracy of the image with respect to the
searched image is shown below the respective image.
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Table 1 shows the experimental results of images retrieved depending upon the
accuracy of the algorithm in which the CNN technique has the least 50% and KNN has 60%
and SVM has 80%.
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Table 1. Accuracy of Algorithms using 3 Databases.

Algorithm Corel 1K Animal Dinosaur

KNN 60% 60% 60%
CNN 50% 50% 50%
SVM 80% 80% 80%

4. Conclusions

Following a review of prior CBIR efforts, the paper investigated the low-level aspects
of CBIR colour and texture extraction. The paper created a CBIR system using fused
characteristics of colour and texture after testing the three distinct types of algorithms (KNN,
CNN, and SVM) with various databases (Corel 1K, Animal, and Dinosaur). By entering a
query image, similar photographs can be correctly and quickly retrieved. Moreover, the
above works discuss the calculation of the accuracy of each algorithm with all the three
databases and conclude that the CNN algorithm has 50% accuracy with all three databases,
the KNN algorithm has 60% accuracy with all three databases, and the SVM algorithm has
80% accuracy with all the three databases, and so finally we came to a conclusion that SVM
is the best suit algorithm among the three algorithms with an accuracy of 80%.

In the future, more low-level features will be combined to strengthen the system, such
as spatial position and shape features. The other two key components of the CBIR system
are the image feature matching approach and semantic-based image retrieval.
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