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Abstract

:

In this paper, we propose a recommendation system for social media users which makes recommendations on the basis of the user profile information and the contents posted by users-the bio-aware algorithm. Text mining techniques are used to pre-process the words before feeding it to an LDA model which handles the topic and feature extraction. In this way, we determine the similarity between users based on their interests. We further trained a machine learning model which is able to identify and score the top interests of a particular social media user. Other users who share similar scores are shown as recommendations to each other.
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1. Introduction


In 2020, an estimated 46% of the world population is active in at least one social network [1]. When they register on these networks, they are asked to follow some people to see their content. Users then interact with each other’s content, send messages to each other and so on. To further improve this interaction, there is a need to develop more effective recommendation systems as users are more likely to spend more time online and engage with the content of people they identify better with. Users are often recommended to their fellow classmates, people who live in the same city or friends of their friends, the list goes on. Familiarity relationships are simulated through repeated exposure to profiles [2].



There have been previous attempts which include both content-based and graph-based approaches. The first focuses on measuring the topic similarity among social media users, while the second infers the relationship between users based on a graph. While it takes a lot of data to develop algorithms that would produce these recommendations, this paper explores a peer-to-peer recommendation system with a bio-aware algorithm which measures the similarity interests among users based on their profile biography and their last post content to offer suggestions.



Recommender systems are generally tools that help in filtering and sorting information as it is relevant and interesting to the user. This is as a result of the huge data problem that came with the adoption of the world wide web.



Netflix’s recommendation system also plays an important role in the success of the platform. Many times, people come to the site without knowing exactly what to watch but completely believe that the site will recommend what fits in to their taste. When creating an account for the first time, Netflix asks a user to choose about five different movies they like. From this list, Netflix is able to populate their feed with similar movies that match their taste using its recommendation system.



Social media is no different. The basics of social interaction are such that there is a variety of topics to talk about, and even better when the discussions are with people who share similar views with you. When someone registers on a social network such as Twitter, they are asked to follow some people. These are usually celebrities, government officials or new agencies in their country. From this, Twitter is able to decide what kind of users and topics the user is interested in and then populate their feed accordingly. Previously, you could accurately understand what a post on Twitter was about from the hashtags it has. Recently, Twitter introduced topics. People can follow certain topics ranging from sports, celebrity news, particular fields such as cryptography, space and so on. With this, they can accurately suggest relevant posts on the user’s timeline.



Traditional approaches to building recommender systems are listed as follows: content filtering, collaborative filtering and hybrid filtering. Other modern approaches include location-content-aware, context-aware, semantic based, cross-lingual and peer-to-peer.



Even though a lot of research has gone into improving the state of recommender systems using machine learning approaches, there are still many challenges that affect these systems to date. Some of them are described below.



Cold start problems occur when there is not enough data. It could be a cold start of items in which case we do not have enough information about the items or users. For example, it would be difficult to recommend movies to a user if they have not watched any movies at all or given any information that will help in profiling them.



Large datasets are often required to develop a commercial recommender system. This leads to the usage of a large and spare user-item matrix for filtering which in turn affects the performance of the recommendation process. The cold-start problem is caused by data sparsity.



As the number of customers and items increases, it poses a scalability problem to traditional collaborative filtering algorithms since the complexity will be too large. Most resources are used for the purpose of determining the similarity in interests between users, and items with similar attributes [3].



This is one of the most commonly encountered challenges, especially with content-based filtering, since it always would recommend items that users are already familiar with. One of the properties of a good system is that it should be diverse.




2. Related Works


Obtaining user profile information can be useful when grouping users and building recommendation systems. Since unlabelled data are considerably more frequent than labeled data in many social network datasets, inferring hidden users attributes and using graph-based semi-supervised learning algorithms are more suitable for this case [4,5].



In order to obtain a good recommendation from a system, there is a need for clear distinctive information on a user’s preferences [6]. This is generally achieved by recording feedback from the user; the posts they like, or using sentiment analysis to score their comments on posts [7].



Gurini et al. [8] emphasizes the use of implicit sentiment analysis which further improves the performance of recommendation systems. In this approach, they were able to build more complete user profiles than traditional content-based approaches by defining a novel weighting function that takes into account sentiment and size in relation to the user’s interests.



N. R. Vajjhala et al. [9] proposed a solution to identify user interests using IBM Watson platform which makes use of Natural language processing for advanced text analysis. Their solution however does not cover for cases with multiple preferences.



Arru et al. [10] proposed a system that is based on a novel user model, termed bag-of-signal. Guy et al. [11,12] recommend people based on articulated social network information by combining different sources to derive factors that might influence the similarity measure.



Recent studies, e.g., [13], suggest a user’s interests are always changing and there is a need to capture that. Their solution combines the user interactions, social features and post history to capture their interests.



Hannon et al.’s proposal [14] recommends users through a hybrid system of both content based and collaborative filtering. In the content-based method, users correlation scores are a function of their followees’ posts, their followers’ posts or a combination of both. In this case, users with similar posts will be recommended to each other. For the collaborative filtering approach, users are represented by the IDs of their followees, followers or a combination of them. Then tf-idf weighting scheme is used to find users similar followers/followees and recommend them to the target user.



A recurring problem for many of these solutions is that they largely suffer from the cold-start problem. We need information about the user’s followers, followees and their posts in order to develop the system. A user needs to have followed a substantial number of users in order to effectively generate relevant suggestions.




3. Approach Description


The bio-aware algorithm proposed in this paper seeks to eliminate this and also solve the data sparsity and scalability problems. It also reduces the computing time and resources involved in working with datasets comprising many features.



This is based on the assumption that most social media users include details about themselves, who they are and what they like or talk about in their biography. When combined with their most recent posts we are able to generate a list of topics that the user is interested in.



To use social media platforms such as Twitter, a registered user needs to describe who they are, their name, short biography, location, etc. A user can follow other users and see information about them, posts they have made, their followers and the people they follow termed ‘followees’.



One determining factor as to why a user follows another user can sometimes depend on how their interests align. Interests could be, for example, if they both like football, or they are fans of a celebrity. Studies have shown that people with the most followers are usually new agencies, celebrities or famous organizations. It was also discovered that the lesser the number of followers a user has, the less likely they are to make a tweet while the more followers they have, the less likely they are willing to reciprocate the following.



Our purpose is to present a user with a set of recommendations which they will most likely identify with. If a user already deliberately followed other users, we could assume they already find these people interesting either based on the recent tweets they made, their description of what they do and from how popular they are (Figure 1).



Since we are dealing with a lot of raw user generated data, which are mostly unstructured in nature, we need to pre-process them firstly using about different techniques namely, tokenization, stemming, removing stop words and noise removal.



There are different feature extraction techniques which include bag of words, TF-IDF, word embedding, and Natural Language Processing “NLP”. Studies have shown that for machine learning algorithms using text classification.



To find how similar user’s interests are to each other, we compare the similarity based on their LDA. We would define the similarity measure as the dot product between the corresponding vectors representing the contributions of each word to a topic.



Merge fields: since we need to feed the LDA model a string text, there is a need to combine the relevant fields which we will be using for our topic extraction.



Preprocessing: in (Figure 1), we have listed the preprocessing techniques and steps that will be used in this work namely; tokenization, lemmatization, removal of stop words, removal of numbers, emails, URLs, punctuations and white spaces.



Topic extraction: after preprocessing, we perform topic extraction using the LDA model to identify the top ten words in each topic. The topics here are not labeled so we use wordcloud to visualize the data.



Topic weight score: here, we obtain the weight score for a user’s top topics and assign it as a new corresponding field named ‘topic’.



Get recommendations: we retrieve a user’s list of recommendations by checking other users with similar weight scores.



To obtain a model that is able to predict a user’s topic weight scores, we explore the following steps: split the dataset into train and test data; using random forest classifier to train the topic column; predict the topic weight score for the test data; obtain recommendations.




4. Experiment Results


For the sake of experiment, Twitter was chosen as the social media platform as a case study since it was easier to obtain useful data than other platforms.



We used popular processing tools like numpy for array manipulations, pandas for dataframes, sklearn for feature extraction, re for formatting the string data, nltk library for preprocessing, keras for building models, matplotlib and wordcloud for data visualization.



Using the wordcloud library, we are able to visualize the results of our LDA training model. We can infer that from the most popular words, this topic has to do with world sports since it captures words such as league, game, player, baseball and so on.



We can deduce from Figure 2 that this topic relates more to startups and businesses. People who talk about or are interested in investment, finance, funding, web development and the rest. Figure 3 can be summarized as relating to people who are interested in skill acquisition or building networks.



We built a learning model that can predict the topic weight score of new datasets so as to reduce the build time and save resources. To do this, we split our dataset into training and testing subsets. Our testing dataset was 20% of the entire dataset.




5. Comparison of with Other Approaches


When we consider both traditional approaches, e.g., content-based filtering, collaborative filtering and hybrid filtering with our approach, we see a clear improvement (Table 1).



The bio-aware algorithm proposed in this paper seeks to eliminate most of the challenges listed above such as data sparsity, scalability, cold-start and privacy problems. It also reduces the computing time and resources involved in working with datasets comprising many features since we also develop a model that is able to automatically output the topic weight score for an already preprocessed dataset.



The recommendation system developed with this algorithm is independent of a particular platform and can be used on any social media platform of choice. Twitter was chosen as the use case here because of the availability of relevant dataset.




6. Conclusions


It is difficult to verify the effectiveness of our algorithm without comparing it to the user’s actual followee’s list, which is not provided in the dataset used for this project. It’s also important to acknowledge the limits of the approach used in this work.



From the experiment results, it is obvious that the preprocessing techniques and steps used have a great influence on how the classification performs. Removing mentions from the text could possibly increase the effectiveness. For the purpose of this work, we only chose to process English words which is not the case in the real world. Posts and user bio can be in a user’s native language. As much as we tried to remove some English stop words, it did not capture the everyday English words which appeared so many times but do not add to the relevance of our analysis.



Even though this approach tries to eliminate the cold-start problem, there are still few cases where a user does not add anything in their bio or have not made any posts at all. For this case, we suggest that only the popular users be shown as recommendations here. There might also be cases where a user does not capture what they are interested in on their bio or on their last post. To solve this, we propose that only the last five posts with more than 80 characters be considered in the case that there are more.



It is also important to note that our approach does not capture topic classification on the subcategory basis. If someone mentions that they like baseball, we should only offer them suggestions of people who also like baseball and not people who like sports generally. To do this, we might have to increase the number of topics that the LDA model should classify into. A proposed solution to this might be to have a known list of possible topics that is already labeled against each user in the dataset. These days, platforms such as Twitter and Instagram already allow you to choose topics or hashtags based on your preferences and content is recommended around these topics.
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Figure 1. Proposed algorithm design for building our classification model. 
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Figure 2. Topic visualization map for posts related to business. 
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Figure 3. Topic visualization map for posts related to network technologies. 
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Table 1. Results of comparison of different approaches.






Table 1. Results of comparison of different approaches.





	Approaches
	Cold Start
	Privacy
	Multiple Languages
	Sparsity





	Content-filtering
	-
	-
	-
	+-



	Collaborative filtering
	+-
	+
	-
	-



	Hybrid filtering
	+
	-
	-
	+



	Cross-lingual
	-
	+
	+
	-



	Bio-aware
	+
	+
	-
	+
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