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Abstract: The Historical Consistent Neural Networks (HCNN) are an extension of the standard
Recurrent Neural Networks (RNN): they allow the modeling of highly-interacting dynamical systems
across multiple time scales. HCNN do not draw any distinction between inputs and outputs, but
model observables embedded in the dynamics of a large state space. In this paper, we propose to
improve the predictive power of the (Vanilla) HCNN using three methods: (1) HCNN with Partial
Teacher Forcing, (2) HCNN with Sparse State Transition Matrix, and (3) a Long Short Term Memory
Formulation of HCNN. We investigated the effect of those long memory improvement methods
on three chaotic time-series mathematically generated from the Rabinovich–Fabrikant, the Rossler
System and the Lorenz system. To complement our study, we compared the accuracy of the different
HCNN variants with well-known recurrent neural networks methods such as Vanilla RNN and
LSTM for the same prediction tasks. Overall, our results show that the Vanilla HCNN is superior to
RNN and LSTM. This is even more the case if you include the above long memory extensions (1),
(2) and (3). We demonstrate that (1) and (3) are superior for the modeling of our chaotic dynamical
systems. We show that for these deterministic systems, the ensembles are narrowed.

Keywords: recurrent neural networks; historical consistent neural networks; time series forecasting;
chaotic dynamical systems

1. Introduction

Over the recent years, data-driven approaches, including deep learning techniques
have played an instrumental role in the way we model, predict, and control dynamical
systems [1]. Thanks to the help of modern mathematical methods, the availability of data
and computational resources, Neural Networks have been increasingly used to understand
complex systems (non linear and high dimensional systems) [2]. In 1989, Hornik, Stinch-
combe, and White proved through the Universal Approximation theorem that Multi-layer
feedforward Networks are Universal Approximators [3]. The Universal Approximation for
RNN is stated in [2]. Recurrent neural networks (or RNN) are a family of Neural networks
designed for processing sequential data. They are increasingly being used to understand,
analyze and forecast the evolution of complex dynamical systems due to the explicit model-
ing of time and memory they offer [4]. RNN fulfill the universal approximation properties
and allow the identification of dynamical systems in form of high dimensional, non-linear
state space models [5]. Simple in architectures with sophisticated learning algorithms,
they have emerged as one of the first class candidates for modeling dynamical systems [6].
The benefits they offer to deal with the typical challenges associated with forecasting in
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general, make them suitable for learning non-linear dependencies from observed time
series data [7].

Throughout the training process, RNN rely on external inputs, which make them
suitable for the modeling of open dynamical systems. However, they assume constant
environmental conditions as from present time on, which make them temporarily incon-
sistent [7]. HCNN do not have this inconsistency between past and future modeling.
Introduced by [8], HCNN is based upon the assumption that dynamical systems must be
seen in a context of large systems in which various (non-linear) dynamics interact with
each other in time. HCNN do not only model the individual dynamics of interest, but also
the external drivers in the same manner, by embedding them in the dynamics of a large
state space [8].

This paper brings about three contributions: Firstly, we modeled three well-known
chaotic dynamical systems by the use of Vanilla HCNN: namely the Lorenz, the Rabi-
novich–Fabrikant and the Rossler Systems. Secondly, we improved the forecast accuracy
and the length of the forecast horizon of the Vanilla HCNN using three methods: HCNN
with Partial Teacher Forcing, HCNN with Sparse constraint on state transition matrix, and
a Long Short Term Memory Formulation of HCNN. Thirdly, we ran a comparative analysis
between those different strands of HCNN and well-known deep learning neural network
models such as Vanilla Recurrent Neural Networks (RNN) and long-short term memory
based model (LSTM). The rest of this paper is organized as follows.

The Sections 2 and 3 provide respectively a review of the mathematical description
of RNN and an architectural description of HCNN as well as its learning algorithm. In
Section 4, we discussed the intuition behind and the architecture of the different HCNN
improvement methods. The focus of Section 5 is on the data generation of the three chaotic
dynamical systems. Section 6 shows the different results and comparative analysis between
the pre-cited methods and the existing well-known recurrent neural networks namely RNN
and LSTM. In Section 7, we demonstrate that our results are reproducible for different
HCNN instances. Finally, we present the conclusion and future work in the Section 8.

2. Reminder of Recurrent Neural Networks for Dynamical Systems

Let us consider, as in Figure 1, a dynamical system driven by an external signal ut.

Figure 1. RNN Identification of a (folded) dynamical system using a discrete time description.

st = f (st−1, ut) (1)

yt = g(st) (2)

Let us assume that, at each time t, an output yt is recorded. A dynamical system can
be described for discrete time grids by a state space model, consisting respectively of a state
transition and an output equation. The recursive Equation (1) describes the current state of
the system st with respect to the previous state of the system st−1 and the external signals
ut. The expected output yt is computed as a function of the current state of the system
(2). Key in the success of RNN, is their ability to generalized well, due to the fact that it is
trained using parameter sharing [9]. Without loss of generality, we can approximate the
state space model with the state transition (3) and the related output Equation (4):

st = tanh(Ast−1 + But) (3)

yt = Cst (4)
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where A, B and C are the weight matrices, respectively, for hidden-to-hidden, input-to-
hidden and hidden-to-output connections. This makes a simple Recurrent Neural Network
(RNN) with recurrent connections between hidden units across the whole time range [4].
By performing a finite unfolding in time, we transform the temporal equations above into
the spatial architecture as shown in the Figure 2 above [8].

Figure 2. Vanilla RNN architecture.

The Vanilla RNN explains the dynamics observed on the yt at each time point by
splitting its complexity into two parts: the external driven part represented by the external
influences ut and the autonomous driven part (or hidden dynamics) represented by the
internal states st. If the internal states of the system play an important role into under-
standing the dynamics of the observables, then an overshooting extends the autonomous
part of the system several steps in the future and enable a reliable forecast of the yt. For a
given sequence of ut and computed yt values, we pair the corresponding observed values
yd

t and find the optimal set of shared parameters (the matrices A, B and C) by solving the
following optimization problem in the Equation (5) here after [7]:

min
A,B,C

1
T

T

∑
t=1
||yt − yd

t || (5)

The training of the RNN can be conducted using the error-back-propagation-through-
time (BPTT) algorithm. This is a natural extension of standard back-propagation that
performs gradient descent on a network unfolded in time. More details on BPTT are
given in [4]. However, despite its success over the past years, and especially on short
term forecasts, the missing external inputs ut in the future (which can be interpreted as a
constant environment, i.e., ut ' 0), makes a vanilla RNN temporarily inconsistent [7].

3. Historical Consistent Neural Networks

The HCNN were designed to address the temporal inconsistency in RNN. A dynam-
ical system is often viewed in the context of large systems in which various (non-linear)
dynamics interact with one another in time. However, we can only measure/observe a
small subset of those variables. Therefore, HCNN reconstruct (at least part of) the hidden
variables in order to understand the dynamics of the whole system [7,10]. Here the input
and output variables are combined and termed as observables (Yt := (ut, yt), (Yt ∈ RN)).
Together with the hidden variables, they form the state of the system at each time τ (see
Figure 3) and are treated by the model in the same manner. The corresponding state
transition Equation (6) and output Equation (7) are also provided below.

Figure 3. HCNN identification of a (folded) dynamical system using a discrete time description.
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st = A tanh(st−1) (6)

Yt = [Id, 0]st (7)

The joint dynamics for all observables is characterized in the HCNN by the sequence
of states st. The observables (i = 1, . . . , N) are arranged on the first N state neurons of
st and followed by non-observable (hidden) variables as subsequent neurons. The object
[Id, 0] is a fixed matrix that reads out the observables from the state vector st [7]. At the
initial time, the state s0 is described as a bias/random vector and the matrix A contains the
only free parameters [7].

Similar to a standard RNN, HCNN fulfils the universal approximation theorem, as
highlighted in [7,10]. However, the lack of any input signals and an unfolding across the
complete data makes it difficult to train in practice [8]. As proposed by [4], the models that
have recurrent connections from their outputs leading back into the model may be trained
with teacher forcing.

This is a procedure that emerges from the maximum likelihood criterion. It makes the
best possible use of the data from the observables and therefore accelerates the training
of the HCNN [2,10]. Throughout the fitting procedure, the teacher forcing mechanism
introduces a hidden layer rt that is a copy of the internal state st, with the exception that
its first N components which correspond to the computed expected values Yt are replaced
with the observed values Yd

t as shown in the Equation (8).

Yt = [Id, 0]st

rt = st − [Id, 0]>(Yt −Yd
t ) (8)

st+1 = A tanh(rt) (9)

From the temporal equations above, we can also derive its spatial representation,
through the resulting network architecture of the HCNN with integrated teacher forcing
mechanism as illustrated in the Figure 4 below.

Figure 4. HCNN identification of a (folded) dynamical system using a discrete time description.

At each time t during training, the output layer of the HCNN is replaced by a cluster
that is given a fixed target value of zero. This forces the HCNN to create the expected values
Yt at each time t, to compensate for the negative observed values −Yt coming from the top
node [8]. The content of that cluster, i.e., (Yt −Yd

t ), with a minus symbol is transferred to
the upper part (the first N neurons) of the hidden layer rt. Furthermore, a copy of the state
st is also transferred to the intermediate hidden layer rt on a component-by-component
basis. As a result of that, the expected values Yt on the first N components of the hidden
layer rt are replaced by the observed values [8] and the subsequent state st+1 is computed
using the state transition Equation (9).

4. Long-Term Memory Improvement Methods

To improve the long-term memory of the Vanilla HCNN model, three different im-
provement methods have been designed: HCNN with Partial Teacher Forcing, with Large
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Sparse State Transition Matrices and a Long Short-Term Memory Formulation. The intu-
itions behind each of the methods are shown below.

4.1. HCNN with Partial Teacher Forcing

To enforce the long-term learning of the HCNN, we endow the output layers of the
HCNN with a dropout filter, guided by a probability, as illustrated in the Equation (10).

dropout(p)(xi) =

{
0 if dropout(p)
xi if no dropout(1−p)

(10)

At time t, when the filter is activated (which means for a probability p), the HCNN
randomly suppress elements in the time series that come from the cluster containing the
difference between expectations and observations (Yt −Yd

t ). Thus, in the upper part (the
first N components) of the rt vector, the network is enforced to replace the observations
with its internal expectations. The architecture is represented in the Figure 5 below.

Figure 5. HCNN architecture with partial teacher forcing mechanism.

4.2. HCNN with Large Sparse State Transition Matrix

HCNN may often use large state vectors to model large dynamical systems (number
of observables > 100). During training time, the iteration with a fully connected state
transition matrix A could cause an information overload, leading to two risks:

• The matrix–vector computation between A and tanh(st), which includes the addition
of randomly generated (and learned) scalar values will likely blow up to infinity (∞).

• The superposition of additional information brought in by the large dimensionality of
A could destroy the longer memory information acquired throughout.

In order to overcome that, we can choose to set the transition matrix A sparse to
a chosen degree. As a result of that, the spread of the information peak through the
network is damped by the sparsity too. Another approach, as proposed by [7], consists of a
heuristic approach that represents the sparsity of A, as inversely proportional to the state
dimensionality of the system, as shown in the Equation (11) below:

Sparsity (A) = min(1,
50

dim(s)
) (11)

4.3. HCNN with LSTM Formulation

The third approach to improve the long-term memory of the vanilla HCNN is through
an exponential smoothing embedding of the HCNN with a learnable diagonal matrix [11],
subject to the following constraints 0 ≤ Dii ≤ 1. The resulting state transition Equation (12)
and output Equation (13) are provided below:

st = (Id− D)s′t−1 + DA tanh(s′t−1)

= s′t−1 + D(A tanh(s′t−1)− s′t−1) (12)

Yt = [Id, 0]st (13)

where s′t−1 = TeacherForcing(st−1)
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Built upon the ideas of the LSTM formulation of RNN [12], the resulting architecture
of the LSTM formulation of HCNN is provided in the Figure 6 below.

Figure 6. Architectural description of HCNN with an LSTM Formulation.

The next section will focus on the different dynamical systems that will be used to
generate the data for the fitting procedure of the HCNN models.

5. Experimental Setup

The experiments we carried out in this work aimed at forecasting the dynamics of three
fully observable, chaotic and deterministic systems, namely the Rabinovich–Fabrikant,
Rossler System and the Lorenz system. Their chaotic properties come from the fact that
they are very sensitive to their initial conditions, which smallest changes completely modify
the respective trajectories. They are also well known to show aperiodic behaviour which is
apparently random and unpredictable [1,13].

5.1. The Rabinovich–Fabrikant System

The Rabinovich–Fabrikant system is represented by the system of Equation (14) below:
dx
dt = y(z− 1 + x2) + γx
dy
dt = x(3z + 1− x2) + γy
dz
dt = −2z(α + xy)

(14)

where we set α = 0.2, γ = 0.1. Introduced by Mikhail Rabinovich and Anatoly Fabrikant,
the set of equations describes the stochasticity arising from the modulation instability in
a non-equilibrium dissipative medium [14]. The corresponding attractor is shown in the
Figure 7 below.

Figure 7. The Rabinovich–Fabrikant attractor and the corresponding time series, split into training
and test data.
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5.2. The Rossler System

The Rossler system is represented by the system of Equation (15) below:
dx
dt = −y− z
dy
dt = x + ay
dz
dt = b + z(x− c)

(15)

where we set a = 0.2, b = 0.2 and c = 6.3. Studied first by Otto Rössler in the 1970s, these
non-linear ordinary differential equations define a continuous-time dynamical system
that exhibits chaotic dynamics associated with the fractal properties as it is shown by the
corresponding attractor in the Figure 8 below [15].

Figure 8. The Rossler attractor and the corresponding time series, split into training and test data.

5.3. The Lorenz System

The Lorenz system is represented by the system of Equation (16) below:
dx
dt = σ(y− x)
dy
dt = (ρ− z)− y
dz
dt = xy− βz

(16)

where we set ρ = 10, σ = 28 and β = 2.667. The equations above describe the rate of change
of three quantities, namely the rate of convection, the horizontal temperature variation and
the vertical temperature variation. First studied by Edward Lorenz, the Lorenz system is
a simplified mathematical model for the atmospheric convection [16,17]. The graphical
representation of its attractor is provided in the Figure 9 below.

Figure 9. The Lorenz attractor and the corresponding time series, split into training and test data.

5.4. Traning Strategies

We solved each of the systems above by numerical approximation, with the configu-
rations summarized in the Table 1 below.
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Table 1. Configuration of the training data for each of the chaotic dynamical systems.

System Initial Sample Step Truncation Training Test
Conditions Size Size Parameter Size Size

Rossler (1, 1, 1) 10,000 0.01 5 1800 200
Lorenz (0, 1, 1.05) 12,000 0.01 8 1400 100
Rab-Fabrikant (−1, 0, 0.5) 20,000 0.01 10 1800 200

Here, the truncation parameter refers to the down-sampling that has been applied on
the initial sample size. On the Lorenz time series for instance, we recorded values only
every 8th time step and obtained a new sample size of 2000 observations, which has been
divided into 1400 for the training and 100 observations for the forecast period as it is shown
in the Figure 9 above. The truncation parameter was chosen carefully to make sure that for
each system, from a graphical view point, the shapes of the corresponding attractors are
preserved as exemplified in the Figures 7–9 above.

The different HCNN models were instantiated with 20 variables. Three accounting
for the observables and 17 hidden variables, modeled in the same manner, to explain the
dynamics of the different chaotic dynamical systems at hand. For the HCNN model with
Sparse constraints, we chose the state dimensionality value as 100 (dim(s) = 100), which
implies the transition matrix A will be half sparse as stated in the Equation (11) above.
For The HCNN with Partial Teacher Forcing, the dropout filter was set with a incremental
probability to ensure that the dropout probability will reach 25% at the end of the training.
The diagonal matrix D of the LSTM Formulation of HCNN was constrained between 0 and
1 at each stage of the training. For comparison purpose, we also instantiated a Recurrent
Neural Network model and an LSTM formulation of it with 20 hidden states each.

5.5. Evaluation Metrics

As evaluation metric, we chose the Logarithm of Hyperbolic Cosine as our Loss
Function, represented by the equation below:

LogCosh Loss =
1
T

T

∑
t=1

1
p

ln cosh
(

p
(

Yt −Yd
t

))
(17)

6. Results and Analysis

The different models were trained and the results are shown in the different plots
below.

6.1. On the Rabinovich-Fabrikant System

The plots below consist of both the actual observations and the predicted values of the
three trajectories along the forecast period for each of the models as shown in pairs below
the Vanilla HCNN and Vanilla RNN models (Figure 10), the HCNN with partial Teacher
Forcing and with Sparse Constraints models (Figure 11), the LSTM Formulation of HCNN
and of RNN models (Figure 12).
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Figure 10. Generalization: Vanilla HCNN (top) and Vanilla RNN (bottom).

Figure 11. Generalization: HCNN pTF (top) and HCNN Large Sparse (bottom).
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Figure 12. Generalization: HCNN with LSTM Form (top) and LSTM Based Model (bottom).

6.2. On the Rossler System

The plots below consist of both the actual observations and the predicted values of the
three trajectories along the forecast period for each of the models as shown in pairs below
the Vanilla HCNN and Vanilla RNN models (Figure 13), the HCNN with partial Teacher
Forcing and with Sparse Constraints models (Figure 14), the LSTM Formulation of HCNN
and of RNN models (Figure 15).

Figure 13. Generalization: Vanilla HCNN (top) and Vanilla RNN (bottom).
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Figure 14. Generalization: HCNN pTF (top) and HCNN Large Sparse (bottom).

Figure 15. Generalization: HCNN with LSTM Form (top) and LSTM Based Model (bottom).

6.3. On the Lorenz System

The plots below consist of both the actual observations and the predicted values of the
three trajectories along the forecast period for each of the models as shown in pairs below
the Vanilla HCNN and Vanilla RNN models (Figure 16), the HCNN with partial Teacher
Forcing and with Sparse Constraints models (Figure 17), the LSTM Formulation of HCNN
and of RNN models (Figure 18).
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Figure 16. Generalization: Vanilla HCNN (top) and Vanilla RNN (bottom).

Figure 17. Generalization: HCNN pTF (top) and HCNN Large Sparse (bottom).



Eng. Proc. 2022, 18, 36 13 of 15

Figure 18. Generalization: HCNN with LSTM Form (top) and LSTM Based Model (bottom).

For each of the experiments, HCNN with partial Teacher Forcing is the superior
method. To summarize our findings, we grouped the results for every model in the Table 2
below.

Table 2. Forecast error made by the different models on the different chaotic dynamical systems.

Model Rabi-Fabrikant Rossler Lorenz
(×10−3) (×10−3) (×10−3)

Vanilla HCNN 0.7 2.88 3.52
Vanilla RNN 6.84 3.68 18.5
HCNN p-Teacher Forcing 0.023 0.17 0.173
HCNN Lar-Sparse Tran. Mat 0.072 0.29 9.01
HCNN with LSTM Form. 0.6 0.22 8.07
RNN with LSTM Form. 1.25 1.39 9.56

As a general remark, the vanilla HCNN model outperformed the Vanilla RNN
model on the three forecasting exercises. Out of the three HCNN improvement methods,
not only the HCNN with partial Teacher Forcing is the superior one, it has also improved
the forecast error made by the existing well-known RNN and LSTM models (provided by
the PyTorch library).

7. Ensemble Computations

To ensure that our results are reproducible, we instantiate an ensemble of HCNN
with 10 members and train them simultaneously to forecast the dynamics of the Lorenz
system. The Figure 19 below consists of both the actual observations and the 10 instances
of the HCNN model, and median of the ensembles.
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Figure 19. Vanilla HCNN ensemble computations.

Looking at the picture above, we can see that for the 10 different instances of Vanilla
HCNN, the shape of the three time series are preserved. At each time step, we computed
the median and average out of each the 10 forecasts. The result we obtained show a balance
between both generalization errors with the values being respectively 4.04× 10−3 for the
ensemble’s median forecast and 4.09× 10−3 for the ensemble’s average forecast. This shows
that HCNN are able to model High dimensional non linear systems in a consistent way
and that both the ensemble’s median and average forecast are also reliable candidates for
the forecast the dynamics of such systems. .

8. Conclusions

Throughout this paper, we have seen that HCNNs are able to model High dimen-
sional deterministic non linear systems in a consistent way. The different improvement
methods have been instrumental in enforcing a long term learning of the dynamics of
the multivariate time-series generated from the Lorenz, the Rossler and the Rabinovich-
Fabrikant Systems. Among the three improvement methods, measuring by the generaliza-
tion error, the Partial Teacher Forcing method is the superior way to improve both the long
memory and the extent of the forecast horizon. The Large Sparse HCNN method is mostly
aligned to biological methods. The LSTM Formulation Method has a linear sub-structure
to overcome the vanishing/exploding gradient problems which sometimes creates numer-
ical instability. The results obtained from the ensemble computation graphically show
that the shape of the three time series are near each other throughout the whole forecast
horizon. Hence, this shows that for different instances of HCNN, the results are ensured
to be reproducible. Moving forward, it is worth noting that the datasets were generated
mathematically. This gives to those dynamical systems the attribute of fully observables.
Since the final goal of this ongoing research is on the analysis of climate data, those are
rather high-dimensional and noisy measurements: such kind of system are called partially
observables.There is currently a work in progress to extend these techniques to wind fore-
casting as a basis for wind turbine control. Analysing such systems will require transferring
the long memory insights gained from this experiment to that new task. Furthermore, the
identification of the optimal HCNN meta-parameters and the formulation of additional
improvement techniques for the learning of HCNN will also be probable directions to look
at. On another hand, the ensemble forecasts (median and average of the ensemble forecasts)
seem to be a promising direction to navigate into, for such forecasting exercise.
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