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Abstract

:

Artificially intelligent advances such as tech gloves allow handicapped wearers to handle daily matters as normal. A wearable hand-rehabilitation system, i.e., a robotic arm, is engineered with controlled programming to control a disabled hand with features such as movement of fingers and holding items. A life-threatening disease (stroke) is caused when brain cells start to die, causing around 50–70% of patients to face paralysis and disability. People may face after-effects such as reduced use of the hand and limb or a paralyzed hand. Many methods have been introduced to overcome these issues, including therapies, but they are not so reliable when overcoming disability issues. To overcome these issues, we proposed a smart robotic hand that encounters hand disability issues. The smart robotic hand will aid the hands of disabled people by replacing their disabled hand with the smart robotic hand and by controlling the movement of the robot with the movement of the other hand. This can also be helpful for environments where it is not feasible for humans to work, such as in nuclear reactors and in bomb disposal squads. Some people have disabilities of the hand, so this smart robotic hand can also be used in that scenario. The robotic hand is mainly controlled through a flex sensor. By using Arduino, flex sensor outputs are mapped accordingly to the servo motors. The robot is controlled by a wired arrangement.
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1. Introduction


In today’s era, prosthetic hands, legs and limbs are required in various scenarios as people go through many accidents and lose their body parts, or paralysis causes their body parts such as limbs, hands or legs to stop working. We propose the design of a robot that will control the movements of the hand. The design and implementation of a new mechanism for disabled people which can be used as a helping hand [1] and the design of an underactuated prosthetic hand are presented in [2]. J. Zhang et al. [3] worked on the hand-dexterous robotic’s upper limb prosthesis, specifically the mechanical and manipulation aspects. S. Mukherjee [4] proposed an application of how to control a robotic arm with the hand movement of the operator. T. Morita [5,6] developed a five-fingered robotic hand using ultrasonic motors and resilient elements, with a five-fingered robotic hand having just about an equivalent number of degrees of freedom. The authors of [7,8] proposed easing the control of the robotic arm with hand gestures by using flex bend sensors and servo motors. The authors of [9,10] proposed kinetostatic analysis of underactuated fingers. The purpose of this paper was to design a robotic hand and a simple EMG input controller with a biologically inspired parallel actuation system for prosthetic applications. The remaining parts of this paper are sectioned as follows: Section 2 discusses robot-assisted therapy, which is the background of this project; Section 3 is related to the experiment for mirror therapy and in Section 4, the conclusion is discussed.




2. System Design


The hand rehabilitation system of the system is depicted in Figure 1.



	A.

	
Servo Motor and its Control:







The movement of the fingers of the robotic hand based on five servo motors that have been used, one for each finger movement. All servos have been used to perform mirror and task-oriented therapy by controlling movement of the fingers of the robotic hand. The interface for servomoters with MCU is shown in Figure 2.



PWM causes the shafts of the servo motor to rotate at a specific torque level, which will rotate the servos’ shaft. Table 1 showcases the connections of the servo motors and PWM ports.



	B.

	
Movement of Figures and its Control:







The designed robotic hand moves as fingers start to move in a horizontal and vertical direction due to the change in the shaft’s rotation of the servo motor. Arduino sends PWM signals to the servo motors and flex sensors; Arduino causes the shaft’s rotation in the servo motor and movement of the fingers is controlled. For each finger, opening and closing angles are defined. Table 2 describes the opening and closing angle of each finger.



	C.

	
Movement via Flex Sensor:







The goal is to perform mirror therapy with flex sensors and mirror it on the robotic hand. As the flex sensors bend, the same movement is mimicked in the robotic hand depending on the angle the flex sensor is bent on. The integration of sensors on gloves are depicted in Figure 3a and a schematic diagram is shown in Figure 3b. MCU generates appropriate PWM signals for controlling servo motors and ultimately controls the robotic hand. The end-to-end connection of flex sensors with Arduino Uno are shown in Table 3.




3. Experiment for Mirror Therapy


Two types of experiments for mirror therapy were performed in this work. One was an offline experiment for feature extraction and for gesture recognition. The other was an online experiment assessing the real-time performance for a sensing–actuation combination of the gloves. We selected a real clinical trial and eight subjects (five male and three female), with normal hand motor function and ranging in age from 22 to 32 years, were engaged. The machine learning was implemented on Matlab 2016a, running on the PC with 64-bit Windows 10, 3.6-GHz Intel i7-7700 processor, and 16 GB of RAM.



Each servo motor resulted in the movement of a single finger. The output generated by each flex sensors resulted in the controlled movement of fingers. The degree at which the flex sensor bent caused the robotic hand to move in the same fashion. The outputs generated were given to the Arduino board, which evaluated the data and then sent the data to the servo motors where the shafts of the servo motors started to rotate according to angles received and the fingers started to move. The change in voltage generated by the bend in each flex sensor is given in Table 4. The first group contains CH, RH and FA, which refer to the movement of all the fingers together. The second group is finger flexion (FT, FI, FM and FR), focusing on single finger’s movement. The third group is thumb-to-finger tapping (FTM, FTR, FTL and FTI), which indicates coordinated hand motor function. The fourth group includes several common gestures, such as “GOOD” and “VICTOR”. Task-oriented therapy was performed to calibrate and test the working of the flex sensor. Figure 4 shows the results of different experiment in which the robotic hand and glove is open, closed, thumb and index figure closed, thumb is closed and holding the object.




4. Conclusions


This work was designed to help handicapped, disabled or paralyzed patients who are not able to do their work on their own and live a life totally dependent on other people. The arrangement of Arduino made it possible to interface the circuitry and to control the robotic hand easily. This makes the robot able to work efficiently and in a highly calibrated and accurate manner. Different objects of different shape, size and weight can be held by the robotic hand. Disable people can find benefits from this robotic hand so they are able to perform their daily tasks and live a normal life at their full potential just with the help of a robotic hand. Thus, this will make the disabled person independent and the need for someone to help that person in his/her tasks will be reduced just by a single robotic hand.
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Figure 1. Complete block diagram of the system. 






Figure 1. Complete block diagram of the system.
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Figure 2. Schematic of interfacing servo motors with MCU. 






Figure 2. Schematic of interfacing servo motors with MCU.
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Figure 3. (a): Flex sensors with hand glove, (b): schematic of flex sensors and servo motors. 






Figure 3. (a): Flex sensors with hand glove, (b): schematic of flex sensors and servo motors.
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Figure 4. Robotic hand and glove in different conditions. 






Figure 4. Robotic hand and glove in different conditions.
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Table 1. Connection of servo motors with PWM ports.






Table 1. Connection of servo motors with PWM ports.





	PWM Connections
	Arduino Ports





	Thumb Finger Connection
	D9



	Index Finger Connection
	D8



	Middle Finger Connection
	D7



	Ring Finger Connection
	D6



	Pinky Finger Servo motor
	D5
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Table 2. Opening and closing angles of each finger.






Table 2. Opening and closing angles of each finger.





	Fingers
	Opening Angle
	Closing Angle





	Thumb
	10
	170



	Index
	40
	170



	Middle
	40
	170



	Ring
	80
	150



	Little
	40
	170










[image: Table] 





Table 3. Flex sensors’ connections with Arduino Uno.






Table 3. Flex sensors’ connections with Arduino Uno.





	Fingers with Flex Sensor
	Arduino Uno Connections





	Thumb Finger
	A0



	Index Finger
	A1



	Middle Finger
	A2



	Ring Finger
	A3



	Little Finger
	A4
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Table 4. Change in voltages caused by flex sensors movement.






Table 4. Change in voltages caused by flex sensors movement.





	Fingers with Flex Sensor
	Voltage by Flex (No Bend)
	Voltage by Flex (Full Bend)





	Thumb Finger
	3.23
	3.71



	Index Finger
	3.08
	3.56



	Middle Finger
	2.20
	2.68



	Ring Finger
	2.075
	2.82



	Little Finger
	3.39
	3.53
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