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Abstract: The correct identification of potato cultivars is of great importance for both processing and
cultivation due to differences in properties. The objective of this study was to discriminate potato
cultivars “Irga”, “Riviera” and “Colomba” using models developed based on selected textures of
tuber images converted to color channels R, G, B, L, a, b, X, Y, Z, U, V. The highest accuracies of
cultivar identification of potato tubers reached 99% for the IBk classifier and 98% for Multilayer
Perceptron. The developed models can be used to avoid mixing potato cultivars. Postharvest cultivar
authentication can contribute to providing consumers with high-quality products.
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1. Introduction

Potatoes (Solanum tuberosum L.) are one of the most important staple foods. Potato
tubers contain carbohydrates, phenolic compounds, fiber, minerals and vitamins. Potatoes
provide phenolics and antioxidants. Due to its chemical composition, potato is char-
acterized by potential health benefits including anti-carcinogenic, anti-diabetic, or anti-
inflammatory effects. However, the cultivars bred for prioritizing high yield can have a
lower content of micronutrients and worse taste. To avoid consumer complaints, potato
cultivars with high quality and desirable flavors should be selected [1]. The cultivar in-
fluences potato quality and safety. The potato cultivars available on the market differ in
properties. However, some potato cultivars can contain morphologically similar tubers,
but with different qualities. The sorting of potato tubers requires classifying them into
cultivars. The precise identification of cultivars often requires a destructive, expensive and
time-consuming approach. The prevention of falsification of potatoes in retail marketing
can be facilitated by the development of robust, rapid, and universal techniques for potato
cultivar classification [2].

Potato cultivars may differ in chemical, physical, sensory and functional proper-
ties [3,4]. Individual cultivars may be characterized by differences in texture, color, size
and shape. These features may be evaluated manually by experts using visual observation.
However, the evaluation is subjective, labor-intensive, time-consuming and requires empir-
ical knowledge [5]. The capability of artificial vision systems goes beyond human capacity.
Artificial systems substitute human inspection and improve its capability [6]. Computer
vision provides an objective, non-destructive, fast and accurate evaluation of quality char-
acteristics. Therefore, computer vision can be successfully used for cultivar identification,
as well as shape classification, quality grading and defect detection. Machine vision is
used to recognize vegetables effectively [7]. However, in some cases, the application of
deep learning can improve the accuracy of image recognition [8]. Based on the available
literature, machine learning algorithms were used, e.g., for the cultivar identification of
whole potato tubers [9,10], as well as the cultivar discrimination of raw and processed flesh
(slices) of potato [11].
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As potato cultivars may differ in chemical, physical, sensory and functional properties,
the correct identification of potato cultivars is of great importance for both processing and
cultivation. The application of machine learning enables non-destructive, objective, repeata-
bility and inexpensive quality evaluation. The objective of this study was to discriminate
potato cultivars using models developed based on textures of tuber images.

2. Materials and Methods

The potatoes belonging to cultivars “Irga”, “Riviera” and “Colomba” were harvested
from fields located in Poland. The washed, cleaned and air-dried tubers of each cultivar
were imaged using a digital camera in one hundred repetitions. The potato tubers were im-
aged against a black background. The images were processed using the Mazda application
(Łódź University of Technology, Institute of Electronics, Łódź, Poland) [12]. The acquired
images were converted to color channels R, G, B, L, a, b, X, Y, Z, U, V. Due to the use of
a black background, segmentation was facilitated, and the lighter tubers were separated
from the background. Each tuber was a single region of interest (ROI). For each ROI (potato
tuber image), about two thousand texture parameters based on the run-length matrix,
co-occurrence matrix, autoregressive model, gradient map, histogram and Haar wavelet
transform were computed. The discrimination analysis of potato tubers belonging to three
cultivars was performed using the WEKA 3.8.4 machine learning application (Machine
Learning Group, University of Waikato, Hamilton, New Zealand) [13,14]. The attributes
with the highest discriminative power were selected using the Best First with the CFS
subset evaluator, Linear Forward Selection, Genetic Search and the Ranker in conjunction
with OneR attribute evaluator. The selected textures were used to build discriminative
models. Several models with a different number of textures were tested using the classifiers
from the groups of Lazy, Functions, Rules, Trees, Bayes and Meta [15]. In the case of each
model, the average accuracy (%), TP Rate—True Positive Rate, FP Rate—False Positive
Rate, Precision, F-Measure and ROC Area—Receiver Operating Characteristic Area were
determined.

3. Results and Discussion

The most successful model included 29 selected attributes (1 from color channel R, 2
from channel G, 1 from channel B, 7 from channel a, 2 from channel b, 1 from channel X, 3
from channel Z, 2 from channel U, 10 from channel V). No texture from images converted
to color channels L and Y was included in the model.

The highest average accuracy of cultivar identification of potato tubers reached 99% for
the IBk classifier from the group of Lazy (Table 1). The values of TP Rate (0.987), Precision
(0.987) and F-Measure (0.987) were the highest. The value of FP Rate was the lowest and
was equal to 0.007. The Multilayer Perceptron (Functions) classified potato tubers “Irga”,
“Riviera” and “Colomba” with an average accuracy equal to 98%. Additionally, correct
classifications (97%) were obtained for models built using the PART (Rules), J48, LMT
and Random Forest (Trees) and Logistic (Functions) classifiers. Slightly lower accuracies
were obtained for models developed using the Bayes Net (Bayes) (96%) and Logit Boost
(Meta) (95%) classifiers. In the case of the Logit Boost classifier, the TP Rate, Precision and
F-Measure were characterized by the lowest value of 0.947. Whereas the FP Rate (0.027)
was the highest (Table 1).

The developed models discriminated three potato cultivars with high average accura-
cies. The results were very satisfactory. Due to this, the models can be used in practice for
postharvest cultivar authentication and avoid mixing potato cultivars. It can contribute
to providing consumers with high-quality food products, including only potato tubers
belonging to cultivars with desired properties.
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Table 1. The results of potato cultivar discrimination of “Irga”, “Riviera” and “Colomba” using the
model built based on selected textures of tuber images converted to individual color channels.

Classifier
Average

Accuracy (%)
TP Rate FP Rate Precision F-Measure ROC Area

(Weighted Average)

IBk 99 0.987 0.007 0.987 0.987 0.990
Multilayer Perceptron 98 0.980 0.010 0.980 0.980 1.000

PART 97 0.973 0.013 0.974 0.973 0.980
J48 97 0.973 0.013 0.974 0.973 0.981

LMT 97 0.973 0.013 0.974 0.973 0.999
Random Forest 97 0.967 0.017 0.967 0.967 0.997

Logistic 97 0.967 0.017 0.968 0.967 0.986
Bayes Net 96 0.960 0.020 0.960 0.960 0.997

Logit Boost 95 0.947 0.027 0.947 0.947 0.991

TP Rate—True Positive Rate, FP Rate—False Positive Rate, ROC Area—Receiver Operating Characteristic Area.

4. Conclusions

Applying machine learning allowed us to determine three potato cultivars based
on the tuber texture parameters with a very high correctness of up to 99%. The effec-
tiveness of image-based techniques for distinguishing different potato cultivars has been
proven. Therefore, the results can be of great practical importance. The models can be
used for postharvest authentication of potato cultivars to provide consumers with products
containing ingredients with desirable properties. As a result, the products will be of a
high quality.
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