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252536@student.pwr.edu.pl (T.D.); 252527@student.pwr.edu.pl (W.Ż.)
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Abstract: We present the analysis of the stability of the (TiO2)n nanoclusters, where n = 2–4, supported
on the Fe3O3-hematite (100) surface. The analysis is focused on the size and geometry of the
nanocluster, which defines the contact with the supporting hematite surface. The aim of the work is to
explore the role of the interaction within the nanocluster as well as between the nanocluster and the
surface in the structure of the composite system. We have used an in-house developed variant of the
solids docking procedure to determine the most stable initial configurations of the nanoclusters with
respect to the surface. Subsequently, we have carried out molecular dynamics simulations to enable
finding a more stable configurations by the systems. The results show the three possible binding
modes for the (TiO2)2 systems, but many more such modes for the larger clusters. Additionally,
we have found that the partial dissociation of the nanocluster takes place upon the contact with
the surface.
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1. Introduction

Escalating usage of fossil fuels, coupled with its consequent environmental contami-
nation and the looming depletion of these resources, has invigorated the quest for novel,
sustainable fuel alternatives that are not only facile to produce, but also mitigate the rising
levels of atmospheric carbon [1,2]. This calls for countermeasures to make energy consump-
tion more sustainable, especially considering the projected doubling of energy consumption
by 2050 [3]. Of the numerous options under scrutiny, hydrogen is progressively acknowl-
edged as a pivotal catalyst for the prospective, large-scale, and enduring storage of green,
renewable [4–6]. Hydrogen is crucial in the so-called hydrogen economy [3]—in which
many applications of this chemical have been found in important industry branches. Be-
sides using it directly as a fuel—either in fuel [7,8] combustion [9], hydrogen is the key
ingredient of ammonia synthesis [10] or important from the environmental protection point
of view hydrogenation reactions [11–13], including CO2 hydrogenation [14].

Worldwide, scientific communities are engaging in the exploration of inventive ways
to acquire hydrogen. Photoinduced water splitting is one of techniques that have gained
significant attention. Tracing its origin to the early 1970s, the interest in this innovative
method has substantially increased in the second decade of the 21st century [15,16].

The most important factor from the point of view of the catalysis is the interaction
of the intermediates with the catalyst surface, and in this respect, the transition metal
oxides are most commonly used [17]. These materials are also suitable too be used in the
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photocatalysis, as they are capable of light absorption [18], and depending on the properties
of the given catalytic system, the hydrogen can be obtained water using the solar energy.

The hematite form of Fe2O3 is one of the materials capable of the photon absorption
in the visible light spectrum, as its band gap value amounts to 2.1 eV; however, its other
properties limit its efficiency in practical applications. First of all, its conduction band
position is lower than the water reduction potential—as such, hematite is not able to drive
the water splitting photocatalytically, but rather in the photo-electrocatalytic process [19].
Hematite is characterized by a small depth of penetration by light (180–550 nm) and short
hole diffusion length (2–4 nm) [20]. This causes the excitons to be formed only at the
surface, and leads to the quick recombination of the electron/hole pair, without promoting
the redox reaction to take place. Hence, the design of the more efficient traps to prevent
fast electron/hole recombination is desired.

The design of intricate heterojunction photocatalyst structures serves as an efficacious
approach for enhancing their performance in the conversion of solar energy. Incorporating
an accessible electron path layer beneath the Fe2O3 top layer is indispensable in enhancing
the photocurrent, thereby facilitating a more effective water-splitting process [21].

In parallel research, Satti et al. demonstrated that the engineered TiO2/Fe2O3 nanocom-
posite functions as a potent catalyst for hydrogen production through water splitting,
photocatalytic dye degradation, and antimicrobial applications. The composite, formed
through the combined incorporation of iron (III) oxide (Fe2O3) and titanium oxide (TiO2),
exhibits substantial promise for oxygen evolution reactions, in addition to its photocatalytic
and antimicrobial applications. The developed nanocomposite manifests superior perfor-
mance in electrocatalytic water splitting, enhanced photocatalytic activity, and advanced
antimicrobial efficacy [22].

In contrast, Niu et al. explicated in their study that α-Fe2O3@TiO2 core-shell nanopar-
ticles show amplified absorption across ultraviolet and visible spectra. The remarkable
catalytic efficiency of α-Fe2O3@TiO2 is attributed to its unique core-shell structures, signifi-
cant specific surface area, powerful light absorption, and the synergistic effects conferred
by the heterojunction [23].

With the growing demand for catalysts in photoelectric water splitting, the discovery
of novel materials suitable for this process has been expedited. Progress in computational
chemistry has simplified the understanding of the underlying phenomena of this process,
employing an extensive array of computational methodologies [24–26].

Nanoclusters of TiO2 exhibit diverse arrangements on the surface, which subsequently
influence their properties. In this paper, we have employed computational methods to
examine various configurations of TiO2 clusters on the surface of hematite, with the intent
to assess the potential changes to the band gap and the ability to create effective traps
originating from titanium. In addition, the Fe – O – Ti bridges may help in the formation of
the catalytically active sites, what can help in otherwise poor oxygen evolution reaction
kinetics [27].

2. Aim and Scope of the Work

This work aims to unravel the interactions between the TiO2 nanoclusters and the
hematite surface. These interactions are responsible for the stability of the nanoclusters and,
in turn, for the activity of the system in the water splitting reaction. For the investigations,
we have chosen the (TiO2)n nanoclusters, where n = 2–4, and the hematite (110) surface.

The activity of the isolated nanoclusters in water splitting has been investigated by us
previously [28]. However, we expect that the interaction with the surface will significantly
alter the geometry of the nanoclusters. In addition, we assess the role of the solvent in the
stability of the supported nanoclusters.
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3. Model and Computational Details
3.1. Energy of the Systems

All calculations in this work were carried out using the Density Functional Theory
(DFT) framework [29]. We employed the Perdew–Burke–Ernzernhof functional [30,31]
and the DZP numerical basis set, as implemented in the SIESTA code version 4.1 [32]. The
numerical mesh was truncated with a 200 Ry cutoff. Given the size of the system under
investigation, we used the Γ-point approximation. Strong on-site Coulomb interactions
were accounted for using the Hubbard U correction. The values for U were set to 4.3 eV for
Fe and 10.0 eV for Ti, as reported in the literature [33].

3.2. Base Model

The system we investigated was the (110) surface of Fe2O3-hematite, chosen for consis-
tency with our previous studies on this subject [34–36]. The hematite is an antiferromagnet,
with the ferromagnetic ordering in a (0001) plane and opposite direction of magnetic mo-
ments in every other layer of atoms [37]—this was accounted for by setting the initial spin
up/down in relevant atoms. Additionally, the atoms of the bottom layer have been fixed to
simulate the effect of bulk.

The TiO2 clusters chosen for analysis were based on the work by Qu and Kroes [38]
and are depicted in Figure 1.

(a) (b) (c)

Figure 1. The structures of the (TiO2)n clusters used in the present work. (a) n = 2, (b) n = 3 and (c) n = 4.

3.3. Initial Geometries

The pivotal aspect of this study revolves around the geometrical factor. Given the
multitude of possible orientations of the (TiO2)n nanoclusters relative to the surface, we
devised an algorithm to generate a wide variety of samples. The flowchart of this algorithm
is illustrated in Figure 2.

Figure 2. The algorithm used for generating initial geometries for the analysis.

We implemented the algorithm using ASE [39]. It comprises a main loop that attempts
to generate a new geometry. Initially, the cluster is randomly rotated and translated within
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a unit cell. This can potentially result in the cluster being positioned too deeply within
the hematite surface. Such positioning is verified using the contact distances between the
system components. Configurations where the distance is less than or equal to r 6 0.5 Å
are discarded, prompting the algorithm to restart.

Upon successful positioning, an energy evaluation ensues. Owing to the computa-
tional demands of this repetitive step, we employed a simplified energy evaluation method
using the SIESTA code, albeit with a significantly reduced mesh cutoff parameter (50 Ry as
opposed to the usual 200 Ry). This method was exclusively for rapid energy evaluations;
all subsequent calculations reverted to the 200 Ry mesh cutoff.

The energy derived from the preceding step was then associated with the geometry,
building a list of potential candidates. If this list contained fewer than 20 structures, the
geometry was directly added in order of increasing energy. If not, the new candidate
replaced the least stable geometry.

We repeated this procedure 2000 times to ensure comprehensive sampling of the
initial geometries. All the derived structures were then optimized before proceeding to the
MD simulations.

3.4. Molecular Dynamics Simulations

The Molecular Dynamics simulations were conducted using the computational setup
detailed in Section 3.1. We set the simulation temperature to 350 K, controlled by the Nosé-
Hoover thermostat [40,41]. The total simulation duration was 1 ps, encompassing 10,000
steps, each lasting 1 fs. Cell parameters remained unchanged during the MD run, with the
initial 10% of each run dedicated to system equilibration and subsequently excluded from
the analysis.

Given the vast number of initial geometries for each system under consideration,
we chose not to replicate simulations for every unique initial geometry. We assumed the
breadth of geometry sampling would suffice. Subsequent results validate this assumption,
a topic further elaborated upon in the following sections.

4. Results and Discussion
4.1. (TiO2)2 Systems

The energies of the optimized systems are presented in Table 1. Notably, the resultant
geometries can be classified into two categories: the more stable configurations, where
the energy difference, ∆E, is approximately 0.5 eV relative to the most stable systems, and
those with considerably higher energy, ranging between 1–5 eV. The systems labeled as
2_08 and 2_12 emerge as the most stable configurations.

Table 1. Relative energies of the optimized (TiO2)2 systems in comparison to the most stable configu-
rations 2_08 and 2_12. Systems with stability less than 1.0 eV are highlighted in red, while the most
stable configurations are highlighted in blue.

System ID ∆E (opt) ∆E (MD) System ID ∆E (opt) ∆E (MD)

2_00 5.03 0.07 2_10 0.89 0.40
2_01 0.00 0.15 2_11 0.57 0.72
2_02 6.10 0.41 2_12 0.00 0.00
2_03 6.10 0.06 2_13 5.23 0.59
2_04 0.32 0.49 2_14 5.24 0.62
2_05 6.67 1.58 2_15 5.07 0.13
2_06 0.46 0.60 2_16 1.20 1.37
2_07 0.33 0.50 2_17 6.88 1.79
2_08 0.00 0.14 2_18 1.26 1.44
2_09 0.84 0.59 2_19 6.59 1.93
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The significant variations in energy can be attributed to the orientation of the nan-
ocluster relative to the surface. Specifically, the orientation of the (TiO2)2 tends to be either
parallel or perpendicular to the surface. The parallel orientation is more energetically
favorable, as it facilitates the formation of a greater number of covalent bonds between the
nanocluster and the hematite surface, as depicted in Figure 3.

Figure 3. Two potential orientations of the (TiO2)2 nanocluster relative to the hematite surface. Light
blue, pink, and red colors represent Ti, Fe, and O atoms, respectively.

The optimal geometry is typified by the oxygen bridges connecting the Ti and Fe
atoms. These Fe – OTi bonds, with a length of 2.07 Å, are longer than the Ti – OTi bonds
found within the TiO2 cluster, which span 1.81–1.85 Å.

Subsequent MD simulations were performed to probe the possibility of interconver-
sions among the systems. The goal was to discern the circumstances under which the
system could transition from one local minimum to a more stable configuration, especially
at slightly elevated temperatures.

It can be observed that the MD simulations in all investigated cases led to a decrease
in the potential energy upon the reorganization of the cluster. Most importantly, all
configurations with a very high relative energy (more than 5.0 eV) relaxed to more stable
states. An example of this is the 2_00 system, which, prior to MD simulation, belonged to
the group of the least stable ones (5.03 eV). After MD, its potential energy decreased to 0.07
eV upon the formation of the Fe – OTi bonds.

The results demonstrate that there are three different binding modes of the (TiO2)2
to the hematite surface; all of them have the nanocluster parallel to the surface. These are
shown in Figure 4. By the end of the MD simulation, the 2_00 system belonged to the
type 2 binding mode, which is energetically the most preferred. Besides 2_00, the systems
showing this binding mode are 2_01, 2_03, 2_08, 2_12, and 2_15.

Increases in energy have also been observed for the (TiO2)2 systems, but these are
only related to energy fluctuations due to the thermal motion of the atoms and are minor
in general.

The least energetically stable group of systems includes 2_05, 2_16, 2_17, and 2_19.
Their energy is approximately 1.5 eV higher than the reference, the most stable system, and
they all exhibit binding mode 3.
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Figure 4. Three distinct binding modes of (TiO2)2. Light blue, pink, and red colors correspond to Ti,
Fe, and O atoms, respectively.

4.2. (TiO2)3 Systems

The results for the (TiO2)3 systems are quite different. Consistent with the results
described above, the interaction between the nanocluster and the surface is significant. This
translates to the Ti – O – Fe bridges being formed, releasing a significant amount of energy.
The (TiO2)3 systems are characterized by low symmetry, as shown in Figure 1. This leads
to a wide range of possible orientations of the nanoclusters concerning the surface.

Table 2 contains the potential energy values calculated for the optimized (TiO2)3
clusters. Unlike the (TiO2)2 systems, we observe a significant variation in potential energies
compared to the most stable one, 3_12. In fact, it is impossible to assign a binding mode to
a specific group of nanoclusters interacting with the surface, as each system has its unique
binding mode.

Table 2. The relative energies of the optimized (TiO2)3 systems with respect to the most stable
configuration—3_12, which is marked in blue. Red color signifies the configurations with the stability
lesser than 1.0 eV.

System ID ∆E (opt) ∆E (MD) System ID ∆E (opt) ∆E (MD)

3_00 3.22 3.75 3_10 2.07 1.77
3_01 1.53 1.13 3_11 3.64 4.01
3_02 4.44 1.14 3_12 0.00 0.58
3_03 3.59 3.75 3_13 3.81 3.07
3_04 1.00 1.46 3_14 3.59 4.14
3_05 0.74 1.20 3_15 5.57 2.72
3_06 4.23 – 3_16 2.46 0.00
3_07 1.32 0.07 3_17 3.96 1.08
3_08 0.61 3.75 3_18 2.22 2.72
3_09 4.01 4.36 3_19 2.94 1.40

Additionally, there are only three systems besides the most stable 3_12, namely 3_04,
3_05 and 3_08, whose potential energy is within 1.0 eV with respect to the 3_12. Considering
the smallest difference in stability amounts to 0.61 eV, we can conclude the significantly
lesser stability of the (TiO2)3 systems.

The explanation of this observation is shown in Figure 5a. The most stable system—
3_12—undergoes a partial dissociation of the nanocluster. One of the Ti – O – Ti bridges is
cleaved, and instead new oxygen bridges between the Ti and the Fe atoms are formed. This
is consistent with the significant strength of the interactions between the nanocluster and
the surface, which in this case are able to overcome the internal stability of the nanocluster.
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Figure 5b shows the 3_16 system, which does not show the signs of the dissociation,
and the nanocluster remains intact. This configuration, however, is characterized by a
significantly lower stability. The potential energy of this system amounts to 2.46 eV with
respect to the reference 3_12.

(a) (b)

Figure 5. The dissociated (a) vs. intact (b) systems geometries observed upon the optimization of 3_12
and 3_16 systems, respectively. Light blue, pink and red colors denote Ti, Fe and O atoms, respectively.

Interestingly, the MD simulations do not lead to the stabilization of the system, as
it was the case for the (TiO2)2 systems. In most cases, the potential energy upon the MD
simulation remains the same, or changes only slightly. This is again the result of the thermal
vibrations, which leads to insignificant potential energy fluctuations.

Interestingly, the 3_16 system undergoes the cleavage of one of the Ti – O – Ti bridges
during the MD run. The initial and final geometries are shown in Figure 6a,b, respectively.
This again confirms the observation of the preferable formation of the Ti – O – Fe formations
with respect to Ti – O – Ti.

(a) (b)

Figure 6. The initial (a) and final (b) geometries of the 3_16 system showing the cleavage of the
Ti – O – Ti bridge observed during the MD simulation. Light blue, pink and red colors denote Ti, Fe
and O atoms, respectively.

4.3. (TiO2)4 Systems

The systems containing (TiO2)4 clusters exhibit behavior similar to the (TiO2)3 systems.
Based on our results, we could not identify any preferred binding modes; each cluster
essentially displays a distinct binding mode. The most stable configuration, upon geometry
optimization, was observed for the 4_14 system, as detailed in Table 3.

Table 3. The relative energies of the optimized (TiO2)4 systems with respect to the most stable
configuration—3_12. Red color signifies the less stable configurations, blue – the most stable ones.

System ID ∆E (opt) ∆E (MD) System ID ∆E (opt) ∆E (MD)

4_00 0.29 2.32 4_10 0.73 2.71
4_01 0.69 2.69 4_11 0.50 0.90
4_02 3.09 5.10 4_12 3.71 2.56
4_03 4.21 4.06 4_13 2.85 0.32
4_04 2.85 4.05 4_14 0.00 2.00
4_05 3.80 3.48 4_15 4.46 2.51
4_06 1.16 3.10 4_16 3.58 2.70
4_07 1.12 1.68 4_17 3.48 0.86
4_08 2.49 0.91 4_18 0.46 2.49
4_09 5.62 0.00 4_19 3.86 2.98
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Figure 7 shows the optimized geometry of the 4_14 cluster. Similarly to the (TiO2)3
systems, some of the oxygen bridges connecting the Ti atoms has been cleaved, and instead
the connections with the hematite surface have been formed. This once again is consistent
with the observations for the other types of clusters, where the interactions with the surface
were determined to be stronger that those within the cluster.

Figure 7. The most stable geometry of a (TiO2)4 cluster. Light blue, pink and red colors denote Ti, Fe
and O atoms, respectively.

Interestingly, the relative stability of the optimized geometries did not always reflect
the most stable ones obtained from the MD simulations. In some cases—such as 4_03 or
4_07—only minor fluctuations of the geometry have been observed, and the relative stability
did not change significantly.

The 4_14 system, which was the most stable after geometry optimization, changed the
geometry during the MD simulation. This resulted in switching to a less stable local minimum
and an increase in the potential energy of the system by 2.0 eV.

Contrary to that, the system 4_09, which was the least stable after simple geometry
optimization, located itself in the global minimum. Potential energy decreased by as much
as 5.62 eV. This is the result of the perpendicular orientation at the beginning of the MD
run. This is shown in Figure 8a. During the simulation, more connections are being formed
with the surface, what is responsible for such a significant stabilization. Figure 8c shows the
dissociation of the Ti –O – Ti bridges within the cluster, what finally leads to the geometry with
only Ti –O – Ti bridges between the central Ti atom and each of the other Ti atoms, which in
turn form 3 Ti –O – Fe bridges each. Compared to the most stable optimized system (4_14), the
finale MD geometry is similar; however, it forms more connections with the hematite surface.

(a) (b)

(c) (d)

Figure 8. Changes of the geometry of the 4_09 system during the MD simulation. (a) 1 fs, (b) 500 fs,
(c) 1000 fs and (d) 10,000 fs. Light blue, pink and red colors denote Ti, Fe and O atoms, respectively.
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4.4. Solvent Effect

It is intuitive that the investigated TiO2 clusters would exhibit distinct behavior
depending on whether the interface is with a vacuum or with water. The hydroxyla-
tion/protonation of the pure hematite surface has been described in the literature previ-
ously [42,43]. Our research focuses on the Fe – O – Ti bridges, which connect the Fe3+ and
Ti4+ species. This effect—bridging species with different oxidation states—is analogous to
the mechanism responsible for the formation of Brønsted Acid Sites (BAS) in zeolites. It
has been reported to accelerate water deprotonation in Ru-W binary oxide [44].

For the explicit solvent analysis, we chose the 3_16 system, which emerged as the
most stable from the (TiO2)3 set. It showcases both types of internal connections, those
with and without cleaved Ti – O – Ti bridges. We added 220 water molecules to the system,
approximating a solvent density of 1.0 g/ml. In total, the system comprises 1029 atoms,
with the bottom two layers of the hematite fixed to simulate the bulk.

Figure 9 depicts the system’s final geometry post the MD simulation. Several water
molecules are observed to have dissociated their protons, forming hydroxyl groups atop the
hematite surface. These hydroxyls are attached to the most exposed Fe atoms. Conversely,
the H+ ions are bound to the surface’s exposed oxygen atoms.

(a) (b)

Figure 9. The top (a) and side (b) view of the 3_16 system with explicit solvent molecules. Light blue,
pink and red colors denote Ti, Fe and O atoms, respectively. The orange spheres denote dissociated
water molecules.

Interestingly, none of the Ti – O – Fe bridges were protonated during the MD run. This
indicates that the charge imbalance of the Ti – O – Fe bridges differs from that observed in
zeolites. This discrepancy can be attributed to the different connection types. In zeolites,
silicon oxide is the primary component, with Si holding a formal 4+ charge. Substitutions
of Si −−→ Al introduce an imbalance because of the smaller formal charge (3+) and the
consistent type of connection within the zeolite framework. In our study, the Ti atom,
with its 4+ formal charge, forms four oxygen bridges, suggesting that the extra charge is
counterbalanced by the oxygen atoms.

4.5. Density of States

The presence of the nanocluster supported on the hematite surface can be beneficial in
one of two ways. The first option is the one in which doping states act as the electron/hole
traps, which extends the lifetime of the excitons formed upon irradiation. In order to
investigate this effect, we have carried out the Density of States (DOS) analysis. The results
are shown in Figure 10.
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(a) (b)

Figure 10. Density of States plots for the pure hematite surface (a) and 2_08 system (b). The negative
values signify the states, in which the magnetic moment is pointing down.

The DOS plot for the pure hematite surface shows the gap between the valence and
conduction bands of approximately 2 eV, consistently with experimental value of 2.1 eV [19,20].
In Figure 10b, the DOS of the hematite supported (TiO2)2 with the optimized 2_08 geometry
is shown. It can be noted that the states of both systems show very similar characteristics,
as most of them belong to the Fe and O atoms in the hematite surface. The presence of the
doping Ti states can be seen as the small bulge in the gap. The number of these states is small,
as there are only two Ti atoms present in this system, compared to 144 Fe atoms. This is in
line with the previous findings from our group [34] and implies that the role of the doping
states in altering the photoactivity of the investigated system is negligible.

Thus, the role of the nanoclusters can only influence the formation of the new Fe – O – Ti
bridges, which can act as new catalytic sites. This observation coincides with the results
described in the Section 4.4, where the dissociation of the protons and formation of the
hydroxyls has been observed on the hematite surface. That leaves the newly formed
Fe – O – Ti bridges available for other water molecules to undergo oxidation, but falls
beyond the scope of this study.

5. Conclusions

We presented the analysis of the stability of the small (TiO2)n, where n = 2 to 4 clusters
supported by the hematite (110) surface. The analysis is based on the in-house developed
algorithm, which is a modification of the solids docking algorithm. By combining the solids
docking method with molecular dynamics simulations, we identified three different binding
modes of the (TiO2)2 clusters to the surface. All these modes are characterized by the parallel
orientation of the cluster concerning the surface. This implies a strong binding between Ti
and Fe through the oxygen bridges. For the (TiO2)3 systems, we could not pinpoint specific
binding modes. Furthermore, we observed partial dissociation of the cluster. After geometry
optimization, all (TiO2)3 system geometries exhibited at least one cleaved Ti –O – Ti bond.
This observation is in line with the strong binding seen in the (TiO2)2 systems. The (TiO2)4
systems behaved similarly to the (TiO2)3 systems: there was no discernible preferred binding
mode, and every cluster had at least one Ti –O – Ti bond cleaved. Lastly, when simulating one
of the investigated systems in explicit solvent conditions, we noted acid-base dissociation of
water molecules near the hematite surface into OH– and H+. These ions bound to the surface
Fe atoms and O bridges, respectively. Interestingly, the charge imbalance in the Ti –O – Fe did
not show a preference for binding to the dissociated protons.



Hydrogen 2023, 4 583

Author Contributions: Conceptualization, B.M.S.; methodology, B.M.S. and W.K.; software, B.M.S.
and W.K.; validation, T.D. and W.Ż.; formal analysis, T.D., W.Ż., W.K. and B.M.S.; investigation, T.D.,
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