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Abstract: Industry 4.0 (I4.0) is characterized by the integration of digital technologies into manufactur-
ing processes and highlights new requirements for industrial systems such as greater interoperability,
decentralization, modularization, and independence. The traditional hierarchical architecture of
Industrial Automation Systems (IAS) does not fulfill these requirements and is evolving to incor-
porate information technologies in order to support I4.0 applications. The integration among these
technologies, equipment, and systems at different industry levels requires a migration from the
legacy vertical architecture to a flat architecture based on services. Service-oriented architecture
(SOA) and, more recently, microservices play a critical role in I4.0 by providing a framework for
integrating complex systems and meeting those requirements. This paper presents the development
of a Microservice-Oriented Architecture for Industry 4.0 (MOAI), initially focused on evolving IAS to
the I4.0. The objective is to describe the development, deployment, and testing of an IAS architecture
based on microservices prepared for I4.0 applications. On the contrary to developing the whole
software for the industrial SOA, the MOAI was developed on top of the Moleculer framework,
which allowed focusing on creating services and applications for the automation and process control
industry context. The development of several microservices and security mechanisms for the MOAI
is presented, as is the deployment of IAS applications as services such as process control, SCADA,
discrete automation, among others. The MOAI was implemented in a process control pilot plant
for experimentation. Experimental results of the MOAI for IAS applications are investigated, the
microservice communication performance is evaluated, and the pros and cons of microservices for
I4.0 are discussed.

Keywords: service-oriented architecture; industrial automation system; industrial internet of things;
Moleculer framework

1. Introduction

The goal of Industry 4.0 (I4.0) is to create a more connected, digitalized, intelligent, and
autonomous manufacturing system that can improve efficiency, reduce costs, and increase
quality. Most of the technologies needed for the implementation of I4.0 already exist,
such as augmented reality, IPV6, wireless networks, artificial intelligence, robotics, radio
frequency identification, the Industrial Internet of Things (IIoT), cloud computing, cyber-
physical systems, and big data. Therefore, the biggest obstacle relies on the integration
and joint use of these technologies to obtain a new manufacturing reality, where all the
participants involved will be connected so that the best production decisions, safety, and
values are made on demand [1–3].

The requirements for industrial systems in the context of IIoT and I4.0 must go through
the recent demand for greater decentralization, modularity, and autonomy of the systems.
The traditional Industrial Automation Systems (IAS) do not fulfill these requirements and
need to advance to promote cooperation among different technologies, equipment, and
systems at different industry levels [4,5]. The paradigm of collaborative automation has
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emerged as a solution to provide it through a networked architecture based on the use and
sharing of services [6,7].

Operational Technology and Information Technologies (OT-IT) convergence in IAS
was not possible decades ago, starting with the mainframes and direct digital control in
Figure 1. The development of industrial networks and programable controllers enabled OT-
IT convergence through hierarchical architectures such as the ISA-95 pyramid model. The
need for data interoperability among vertical layers was met through a parallel link with
the NAMUR Open Architecture (NOA). Nowadays, greater scalability and total integration
can be achieved using cloud-based services or Microservice-Oriented Architectures (MOA),
as shown in Figure 1 [8].
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References [9,10] present the NAMUR Open Architecture (NOA) to enable innovative
solutions for existing process industries and adapt them to I4.0. The process control
core remains largely unchanged. The basic idea is an open interface, for example OPC
UA, between the existing layers of the main process control domain and the optimization
monitoring domain [11]. Alternatively, a second communication channel, shown in Figure 1
(industrial interoperability), can provide direct and standard access to the existing solutions.

With I4.0, industries are using technology to create highly interconnected systems,
digitalized processes, and data-driven decision-making. However, these systems often
involve multiple applications and devices that need to communicate with each other
seamlessly. This is where Service Oriented Architecture (SOA) comes in, as it allows for the
development of modular, loosely coupled services that can be combined to create larger
systems. This approach reduces complexity and increases flexibility, making it easier to
adapt to changing business needs. SOA enables cross-layer integration and interoperability
for decentralized systems by providing cloud services to various devices, gateways, or
systems and standardizing the communication among them [7,12].

Considering the SOA application in I4.0, there is a new trend toward using microser-
vices [13]. Microservice Oriented Architecture (MOA) represents an evolution of SOA
and involves breaking up traditional applications into smaller, independent services that
work together to provide the original functionality. Microservices are more independent,
simple, and lightweight services with improved network communication and greater
granularity (functionality) than in SOA, increasing the modularity and scalability of the
application [13,14]. MOA also facilitates the reuse, redundancy, and composition of ser-
vices, which can reduce development time and cost. Overall, it is a critical enabler of the
principles at the core of I4.0.

The main principles of I4.0 are interoperability, virtualization, decentralization, service
orientation, and modularity [15,16]. This paper presents the development of a Microservice
Oriented Architecture for Industry 4.0 (MOAI), initially focused on evolving the IAS to
properly support I4.0 applications. The objective is to describe the development, deploy-
ment, and testing of an IAS architecture based on microservices and discuss how it covers
those principles and is prepared to support I4.0 applications.
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This paper is organized as follows: This introduction presented an overview of the
evolution of industrial architectures to support I4.0 and IIoT applications, with a focus on
the adoption of service orientation. Section 2 presents a literature review about industrial
SOA and MOA architectures and their differences from the MOAI proposal. A detailed
explanation of service-oriented concepts and the Moleculer framework is given in Section 3.
Section 4 describes the MOAI approach, microservices, networking, and security mecha-
nisms. An application example of the MOAI is presented in Section 5 along with results
discussions. Finally, Section 7 summarizes the conclusions of the paper.

2. Related Works

The IAS architecture has evolved to enable the integration of OT and IT technologies
and support I4.0. Industrial-Ethernet networking allows integration of IAS with standard
IT services. IAS covers some industry levels such as field level (devices, data acquisition),
control level (programmable equipment, process continuous control, and discrete automa-
tion), supervisory level (monitoring, historian, and process management), management
level (production and execution systems), and enterprise level (resources and planning
systems). With the SOA’s adoption, all elements (technologies, equipment, and systems) in
these levels are able to communicate with each other without restrictions or hierarchical
concerns [17]. These elements are services with standardized communication among them
and are able to be combined, or used together, in order to create an industrial application [6].

Even with all the benefits provided by SOA for industry applications, the biggest
bottleneck relies on how to enable and standardize communication and the discovery
of services to integrate heterogeneous equipment and systems. Some technologies have
already been applied for SOA in I4.0, such as Open Platform Communication Unified
Architecture (OPC UA), Device Profile for Web Services (DPWS), and Representational
State Transfer (REST) [5,7].

The OPC UA protocol is service-oriented and provides in its part four (Services) a
group of essential services for networking [11]. Even though OPC UA has been widely used
in I4.0 applications, the complete development of application-oriented services is required
to complement the basic ones provided by the standard [13]. Reference [18] proposes an
OPC UA-based SOA with three elements: a group of services for device integration, a group
of application-oriented services with the necessary functionalities for the application, and a
composition service in charge of controlling the sequence of service execution necessary to
create an application.

The SOA development in IAS and I4.0 applications has been investigated in several
projects sponsored by the European Union [12,19–21], such as the IMC-AESOP, PerFORM,
and Arrowhead. In these projects, the whole software framework and network protocol
to support SOA have been developed. The service development covered IAS applications
ranging from the first level of devices to the level of control and supervision. DPWS commu-
nication and integration of services were used, and case studies applied to factory IAS were
used to validate the projects [19,20]. The Simple Object Access Protocol (SOAP) in DPWS
had undesirable performance due to protocol verbosity, even though it provided standard
and secure communication and discovery capabilities for SOA. In order to overcome that,
the REST standard was used in communication and service integration, resulting in better
network performance (response time and jitter) for SOA [22].

The Arrowhead project [21] was based on the results of the IMC-AESOP project. It
developed the concept of an on-premises automation cloud, in which IAS components
and devices were made available as services, providing full interoperability for I4.0 [23].
In this project, the entire integration and communication infrastructure used SOA, struc-
tured in the format of a framework. Usually, industrial SOA architectures are based on
service orchestration for the composition of applications and ease of deployment. In [24],
the communication between devices using the Arrowhead framework through service
choreography was presented and investigated.
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The MOA has also been recently developed and tested for industry applications. Two
European projects are focusing on the development of MOA for Cyber-Physical Systems
(CPS), IIoT, and I4.0 applications. Reference [25] presents a MOA proposal to foster the
implementation of the digital factory concept. This architecture is part of the MAYA
(Multi-Disciplinary Integrated Simulation and Forecasting Tools) project, whose focus is
the deployment and testing of CPS and I4.0 applications with support for the conception
of digital twins [26]. In the architecture, five main groups of services are proposed that
communicate via the REST standard with HTTP and WebSocket via TCP/IP. A highlight can
be given to the orchestrator and scheduler microservices, which coordinate and organize
the other services to enable the composition and creation of high-level services and process
applications. A cloud-based MOA proposal to build a collaborative platform for I4.0 and
IoT that enables real-time monitoring and optimization in manufacturing was presented
in [27]. This architecture is part of the NIMBLE project [28].

Considering the literature review, the majority of SOA projects initially focused on
developing the SOA software and communication protocol for industrial applications. In
addition, the services and applications focused on adapting or migrating legacy IAS to the
I4.0 requirements. The MOA projects are more recent and are also focusing on supporting
I4.0 applications in addition to providing the required IAS functionalities. However, most
of the development results of these projects are complex and even proprietary, hindering
their usage. This is the main difference between them and the MOAI proposal. The MOAI
was built on top of the Moleculer framework for microservices, which is open source,
leveraging its development and simplifying its usage. Therefore, the first contribution
of the paper is investigating the use of a non-industrial framework for microservices in
industrial applications. The second difference is related to the MOAI proposal. Even
though the MOAI initially covers the same required IAS functionalities as other projects
in the literature, the idea was not to compare the architectures. Nevertheless, the second
contribution of the paper is describing how those IAS functionalities and applications
were developed using microservices and what the pros and cons of that proposal are.
Considering this, this research collaborates with a MOAI, presenting the development and
results of microservices initially applied to IAS [29–33].

3. Service Oriented Paradigm

In the computational context, services refer to software components that perform
specific functions and are designed to be accessed by other software applications over a
network through standard protocols. Examples of computational services include web
services, which allow different software applications to communicate with each other over
the Internet, and cloud services, which provide on-demand access to computing resources
such as storage, processing power, and databases. Services are often designed to be modular
and composable, allowing them to be combined with other services to build more complex
applications and systems [34].

Microservices represent the evolution of the service-oriented paradigm. It refers to
a style of software architecture where applications are built as a collection of small, inde-
pendent, and loosely coupled services. Each microservice is designed to perform specific
functionality and can be developed, deployed, and scaled independently. Microservices typ-
ically communicate with each other through well-defined, standardized, and lightweight
protocols. They can be developed using different programming languages, databases, and
technology stacks, as long as they conform to a common set of interfaces and standards [14].

3.1. Composition of Services

The composition of services refers to the process of integrating multiple individual
services to create a more complex application or system that provides higher-level func-
tionality. Service composition involves defining the interactions among the services and
the sequence of executing them to achieve a specific goal or business process [34].
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The composition of services can be achieved using different approaches, including
orchestration, choreography, and an API gateway. The specific approach chosen depends on
the requirements of the application or system being developed. The orchestration approach
involves using a central service or middleware component to coordinate the interactions
between different services. In orchestration, there is a master (composer), such as a maestro
in an orchestra, that can be a service or an application that coordinates the requests of other
services to make up a more complex function. The services that are requested are unaware
of the complete composition, and the only one that holds this information is the master.

The choreography approach involves allowing the services to communicate with each
other directly, without the need for a central orchestrator. Each service is responsible for
managing its own interactions with other services based on events and messages received
and predefined rules and workflows. In this type of approach, intelligence is distributed
among the services involved, with each member having a part of the application’s knowl-
edge. Because the output of a service is used in the subsequent service, it is possible to use
more than one means of communication.

3.2. Moleculer Framework

The Moleculer framework is an open-source and fast microservices framework for
Node.js, designed to simplify the development of scalable and fault-tolerant microservices-
based applications. It provides a set of features and tools to help developers build dis-
tributed systems. Microservices are developed in individual nodes with no hierarchy or
priority and are designed to be agnostic to the underlying transport layer, as Moleculer
supports various network protocols with the communication being automatic and transpar-
ent (no coding is needed). Moleculer also provides built-in support for service discovery,
load balancing, and circuit breakers, which helps to ensure the availability and reliability
of the system through the reuse and replication of microservices [35]. The microservices
can provide one or multiple actions, which are specific functionalities developed that can
be requested by other microservices or applications.

4. Microservice-Oriented Architecture for Industry 4.0 (MOAI)

This section presents the development of the MOAI, presented in Figure 2, describing
the microservices created, security mechanisms, and microservices deployment and man-
agement. MOAI is built on the of the Moleculer framework and supports IAS functionalities
in I4.0. The microservices are separated at abstract industry levels for organization and
isolation of functionalities because the architecture itself is flat (without level hierarchy).
Until now, microservices have been developed up to the third level (I/O, Control, and
SCADA). However, future work may develop some for the top industry levels (MES, ERP).

The basic architecture infrastructure is composed of two types of components: mi-
croservices and applications. Infrastructure microservices provide functionalities for high-
level composed services, and the following are available: Transporter (networking), Ma-
chine to Machine (M2M), and Data Acquisition (DAQ). In addition, microservices responsi-
ble for business or processes provide high-level composite resources such as supervision
and control, and the following are available: Database, Process Control (PID4.0), and
Programmable Logic Controller (PLC). IAS functionalities and applications can be created
using and composing the Infrastructure and Process microservices. Both orchestration and
choreography may be used for the microservice composition.

In the MOAI (Figure 2), the applications are composed of other microservices and can
be Internal (blue square) or External (purple square). The Internal is based on platforms
supported by Moleculer (Python, JavaScript, etc.), where the composition of microservices
occurs only through the Transporter. The external is compatible with any platforms that
support REST communication, which is interesting for the integration of industrial software
and systems. The composition of microservices occurs initially through the API gateway
and next through the Transporter for microservice communication.
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4.1. Microservices Description

This subsection describes the microservices of the MOAI. The DAQ is in charge of
accessing data from process variables through I/O hardware and has two main actions:
reading the inputs (sensors) and updating the outputs (actuators). Because these actions
are made transparently available by Moleculer discovery, registration, and networking,
there is no need to conform to the hardware and software (coding) required to obtain the
input and output data. This information is simply requested over the network.

The M2M performs the same functionalities as the DAQ but allows network communi-
cation with legacy devices, being middleware that allows obtaining information from other
protocols (Modbus TCP/IP, CoAP, etc.) and making it accessible to the MOAI microservices
and applications.

The PLC enables the functionalities of a programmable logic controller (PLC) at the
MOAI. Actually, it comprises in a microservice the functionalities of softPLC on an open
hardware and software platform. This microservice allows the execution of PLC programs
(IEC 61131-3) and monitoring of input and output data and is built on top of the OpenPLC
project [36].

The PID4.0 is in charge of controlling processes and is able to implement redundant
controllers (running replicas of the same microservice). As a high-level microservice, it
needs to be composed with other low-level microservices such as DAQ or M2M in order to
obtain the input and output data. This microservice is based on a modified version of the
PIDPlus control algorithm developed for network control [37]. However, it was changed to
run as a microservice with redundancy for the MOAI.

The database is a microservice adapter for the InfluxDB database, which is an open-
source time series database used to record historical industrial process data. The data
can be requested for creating any necessary applications. IAS-based applications (internal
or external) were developed through the composition of microservices such as Process
Control, SCADA (supervision), and Process Historian.

The microservices in MOAI are able to be hosted on different platforms as necessary,
such as embedded systems, computers, local servers, or Platform as a Service (PaaS),
with different Windows, Linux, or MAC-based operating systems. All the microservices
have the ServiceBroker, which is the core of the microservices and is in charge of various
parameterizations as well as networking configuration (Transporter and API gateway) for
communication between microservices.
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4.2. Networking

The digitalization of processes and cross-layer integration demanded by I4.0 can be
provided by the powerful networking mechanisms available in SOA and MOA. In the case
of the MOAI, it is carried out by the networking microservice that is called Transporter
(orange hexagon) and by the API Gateway (green hexagon) in Figure 2. Internal calls
for microservices are handled by the Transporter and external calls are handled by the
API Gateway.

The API Gateway is responsible for interfacing the MOAI microservices with external
applications through HTTP(s). All actions (functionalities) from all microservices are
automatically mapped to a RESTful API, which standardizes the external communication
with the MOAI. It is an important characteristic for enabling integration with other IT-
OT solutions. The Transporter is responsible for several networking functions, such as
message communication (events, requests, and responses) among services, microservice
discovery and registry, microservice load balancing, and status checking. In the MOAI,
the Transporter can be seen as a broker element in a producer-consumer communication
architecture.

The Transporter provides different protocols for message communication between
microservices (TCP/IP, NATS, MQTT, AMQP, etc.), which are mapped to the Moleculer
protocol. There is also the possibility of creating customized protocols or adding other
existing protocols to them. The Transporter is defined and configured in the microservices.
After configuring it, the communication between microservices and the communication
between microservices and the API Gateway occurs transparently. It is also possible to
change between transporters. Therefore, no matter what communication protocol is used,
no additional configuration or coding is required for all message communication in the
MOAI. It is an important characteristic for standardizing communication and enabling
flexibility. As communication is transparent, only changes in microservices and actions are
required in order to provide other functionalities that are automatically made available on
the network.

Service discovery is the process of automatically detecting and locating available
services in a distributed system and is an important subject in SOA and MOA. The MOAI
service registry and discovery are also carried out by the Transporter. Microservice dis-
covery is dynamic, meaning that a microservice or application does not need to know
anything about other ones. When it starts, it will announce its presence to the Transporter
and consequently to all the other microservices for service registry. In the event of a mi-
croservice failure (or stop), it is detected and removed from the service registry. As a result,
Transporter can route calls or requests to live microservices.

Another important characteristic of the Transporter is the load balancing mechanism,
as it provides availability and microservice redundancy. In the MOAI, microservices can be
reused or even replicated (copies). If multiple instances of a microservice are running on
different nodes (location/hardware), the Transporter balances the calls/requests between
them according to the defined strategy. Available strategies are Round-Robin, Random,
CPU (it is requested the microservice with the lowest CPU usage), and Latency (it is
requested the microservice with the lowest network latency).

4.3. Security Mechanisms

In this section, the security mechanisms developed for the MOAI are described [31].
Figure 3 summarizes the security layers developed in the MOAI. An explanation of the
security mechanism is given for each of the three layers presented: API Gateway HTTPs
and Authentication, Transporter Authentication, and Microservice Authorization. In layer 1
(green), the API Gateway security is guaranteed by using authentication through the URL
and encryption with HTTPs. In layer 2 (orange), the Transporter also uses authentication
for microservices connections. In layer 3 (blue), the access control of microservices is
guaranteed using the Guard microservice.
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Authentication is a security procedure in which a client’s connection to a server is al-
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without any security. The Transporter authentication mechanism was implemented in order
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As a result, only registered microservices will be allowed to connect to the Trans-
porter and be part of the MOAI. Connection requests not allowed by the Transporter will
be triggered, indicating the attempted security breach, and registered in a log. This secu-
rity layer enables controlling the connections to the Transporter and the access to the
MOAI microservices. 
3. Microservice Guard (Layer 3) 

Authorization is a security mechanism that determines whether a user has permis-
sion to access a particular resource, perform an action, or execute a specific operation
within a system or application. It is a process that verifies if a user has the necessary priv-
ileges or permissions to perform a specific action or access a particular resource. In the 
MOAI, the Guard microservice is responsible for authorization.

  
 

 

 

  
  

  

 

 
  

 
 
 
 

  
 

     

   

 
 

  

 

 

  

   

 
 

Figure 3. Security layers.

1. API Gateway (Layer 1)

Hyper Text Transfer Protocol Secure (HTTPS) is a security-enhanced version of the HTTP
protocol that adds an extra layer of security using the Secure Socket Layer (SSL)/Transport
Layer Security (TLS) protocols. This allows for the secure transmission of data over an
encrypted connection and ensures that the identities of both the server and client are
verified through the use of digital certificates.

This layer in MOAI ensures security in the access of external applications, preventing
attacks (man in the middle) and the capture of the information contained in the packages.
An authentication procedure has also been developed, where it is required that the client
enter a token together with the URL address of the requested microservice.

2. Transporter (Layer 2)

Authentication is a security procedure in which a client’s connection to a server is
allowed by checking an id (ID) and password. Without this procedure in the MOAI, any
microservice could use the Transporter to communicate with or access other microservices
without any security. The Transporter authentication mechanism was implemented in order
to enable the microservice id/password verification against the Transporter registered list.

As a result, only registered microservices will be allowed to connect to the Transporter
and be part of the MOAI. Connection requests not allowed by the Transporter will be
triggered, indicating the attempted security breach, and registered in a log. This security
layer enables controlling the connections to the Transporter and the access to the MOAI
microservices.

3. Microservice Guard (Layer 3)

Authorization is a security mechanism that determines whether a user has permission
to access a particular resource, perform an action, or execute a specific operation within a
system or application. It is a process that verifies if a user has the necessary privileges or
permissions to perform a specific action or access a particular resource. In the MOAI, the
Guard microservice is responsible for authorization.

The Guard microservice acts as a surveillance system for messages exchanged be-
tween microservices. It intercepts messages being sent before they reach their intended
microservice. The authorization procedure uses a JSON Web Token (JWT) to safeguard the
actions of the microservices. This involves generating an encoded token using a secret or
private key that is internally defined in the system. Once the key is validated and accepted,
the encoded token is returned. This process is repeated for each microservice, with each
one having its own unique token.

If a microservice or application requests an action from another microservice, the
Guard microservice verifies whether the client token is valid or not, controlling the client’s
access to this action. If it is valid, the action will be accessed normally through the Trans-
porter, if not, the desired action will be blocked by returning an error.
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4.4. Microservices Management

Managing microservice-based architectures may be a challenging task, mainly when
considering the conservative industrial area. Considering that, a management structure for
the MOAI was proposed. The management systems are based on container images and
network-based deployment and monitoring tools. The container is an application-level
abstraction that wraps code and dependencies together, illustrated as a generic microservice
(blue hexagon in server 3) in Figure 4, showing the layers that this service encapsulation
contains (Container layers). Containers can be allocated on the same server, sharing
resources with other containers running autonomous processes, occupying reduced storage
spaces relative to virtual machines (VMs), and dealing with a larger number of applications
without requiring much from the operating system [38–40].
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A container can contain multiple applications (App A, App B, and App C) functioning
in a monolithic manner, or just one application (App A) that contains a simple function of
a more granularized (microservice) functioning as a service, as represented in Server 3 in
Figure 4. Dockerfile is a simple text file with a set of commands or instructions to support the
creation of a container in Docker [38]. For example, it informs that a Moleculer framework
microservice developed in JavaScript will run in Node.js and all project dependencies must
be installed. These commands are then executed for the construction (build) of an image
(a Docker Image) for multiple CPU architectures. This static image can be stored in a local
or remote registry (Docker Hub) that functions as a library of images available simply by
downloading it and running it (run) on the desired host [39].

Multiple microservices (Transporter, API Gateway, and DAQ) in Figure 4 were created
and distributed in different environments (Server 1, Server 2, and Server 3) on the same
network, making the management task arduous. Portainer’s graphical interface, together
with Portainer Edge Agent, facilitates this task by abstracting and removing the need to
use the Command-Line Interface (CLI) [40]. The remote environments (Server 1, Server 2,
and Server 3) in Figure 4 need to be able to access the Portainer Server (Server 4). This
communication is performed by an encrypted TLS tunnel (Port 8000) with keys between
the Portainer Edge Agent of each remote environment and the Portainer Server.

To manage these environments, the Portainer Server GUI is accessed through a browser
(Port 9000). This GUI enables controlling the operation of containers (microservices), in
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addition to loading environment variables and new services directly from the Docker HUB
registry according to the application. As a result, it simplifies the management into just
one dashboard (Portainer GUI for Docker management) in Figure 4, which contains all
microservices and applications.

5. MOAI Application Examples

The MOAI was developed and implemented in a real pilot plant focused on process
control. The difference of this pilot plant is that the MOAI is used for all activities. Different
IAS applications were developed to validate the MOAI and demonstrate its flexibility and
advantages. To simplify the presentation of the developments, it was decided to describe
in detail one of these applications, which is closed-loop process control (number 1). This
explanation and comprehension provide the necessary information to understand how
the MOAI works and can be further applied to understand any application (including the
other examples from numbers 2 to 5 briefly presented).

An industrial pilot plant for process control in the laboratory was used to test the
MOAI (Figure 5). The P&ID of the plant is shown in Figure 6, comprising a tank (TQ02)
at the bottom responsible for storing the fluid, which can be pumped to the upper tank
(TQ01) and to the reservoir (R01) through the pumps (P2 and P1). The frequency inverters
(PZ and UZ) and the solenoid valve (LV 122) represent the manipulated variables of the
control loop. The process or controlled variables are the control (LIT125), the pipe flow
(FIT116), the pipe pressure (PIT118), and the reservoir pressure (PIT129).

1. Closed-loop Process Controller.

Closed-loop control is the basis of any IAS. The necessary microservices to develop this
external application are API Gateway, Transporter, DAQ, PID4.0, and Guard (security) in
Figure 2. The orchestration of each of the plant’s microservices can be seen in the sequence
diagram of Figure 7.
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the communication service Transporter (orange). The microservices used are blue. This
example also includes the usage of all security mechanisms implemented in the MOAI.
This sequence diagram is important as its compression is the basis for understanding how
any other application operates in the MOAI.

The orchestration of microservices initiates with an external application: The process
control application (LabVIEW), Figure 7, cyclically requests sensor data to the DAQ service
via API. If this request is successful, it receives a header with the code “200 OK”, and the
value of all sensors in the plant in the response. The API gateway service makes an internal
call to check the token passed in the request for each request made. The HTTPs encryption
steps occur but have been omitted to simplify the figure. All services must authenticate
to the Transporter only once; this process was also omitted for better understanding of
Figure 7.

The sensor data are sent to the PID4.0 control microservice, which is responsible for
calculating the control signal to be applied to the plant. Finally, the control signal is sent to
the DAQ microservice, which is responsible for updating the plant’s actuator. However,
before that happens, this request goes through the guard service. The Guard microservice
was used to ensure secure access to the actuators, such as the actuator (output) of the
DAQ service. This way, only authorized services will be able to actuate on the plant, thus
assuring safety in the three layers of the IAS application.

A compilation of the security mechanisms used in each test can be seen in Table 1,
where in the first test no security mechanism was used. The other tests enabled one security
mechanism at a time to see its impact individually. In test 2, it only enabled authentication
(Authen) in the API gateway. In test 3, it used only HTTPS encryption. In test 4, only
the Transporter requires authentication. In test 5, only the Guard check was enabled
(Authorization), and in test 6, all security mechanisms were enabled together.

Table 1. Security mechanisms used in each test with statistics of all communication tests performed.

Expt.
Number

API
Authen.

API
HTTPS

Transporter
Authn.

Guard
Authz.

Mean
(ms)

Median
(ms)

Mode
(ms) SD Variance

1 No No No No 68.14 63.97 61.72 14.32 205.19
2 Yes No No No 75.70 71.99 67.57 16.96 287.55
3 No Yes No No 197.27 201.06 202.47 18.23 332.18
4 No No Yes No 74.33 69.01 66.60 17.10 292.31
5 No No No Yes 93.36 91.01 91.44 15.12 228.56
6 Yes Yes Yes Yes 263.31 267.51 274.11 16.86 284.35

In Table 1, in all tests, the standard deviation (SD) ranged from 14 to 18, having a
symmetrical distribution profile. The variance of the values was between 200 and 300 and
cannot be disregarded in processes where latency is significant. Regarding the control
loop orchestration times, the best result obtained was without the use of any security
mechanism (Expt. 1), with an average time of 68.14 ms for a closed loop control cycle. The
security mechanisms that have the least impact, respectively, are the authorization in the
API gateway (Expt. 2) with 75.70 ms, the authentication in the Transporter (Expt. 4) with
74.33 ms, and finally the guard service (Expt. 5) with 93.36 ms.

The communication performance of all experiments (Expt.) was analyzed. The control
experiment interval duration was 300 s (600 control cycles). The objective was to measure
the communication time of the control loop orchestration (execution sequence of microser-
vices in Figure 7). All times were compiled and presented through statistical data using a
boxplot, as shown in Figure 8 and its respective summary table, Table 1.
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The security mechanism that most impacted the communication was enabling HTTPs
(Expt. 3), where the total time rose to 197.27 ms. Considering the worst-case scenario with
all mechanisms enabled, the control loop orchestration time was 263.31 ms, which means
an increase of 4x times to the test without any security. However, even the worst-case result
is within the acceptable limits for controlling processes, for which a control cycle of 500 ms
(2 Hz) is an acceptable standard in industries today. The communication performance
of the MOAI was better (for example, faster than in [22]) or at least similar to the other
reviewed SOA/MOA in industrial applications.

During the experiments, the following process variables of the pilot plant were con-
trolled: pipe pressure, reservoir pressure, and pipe flow. The objective was not to evaluate
or optimize the control performance, nor to compare the response curves of the processes,
because each control loop has its own characteristic dynamics. The objective was to in-
vestigate the composition (orchestration) of microservices and their capacity to create a
composite application to control different processes. Figure 9 presents the control responses,
in which red is the desired value (setpoint) and the process variables are in other colors.
The output curves can track the setpoint; in addition, there is no control saturation and the
variation is smooth. However, the results show in general that the process control is stable
and feasible to perform using the MOAI.

2. Distributed I/O

Data acquisition is a necessary step in any industry application. IAS has traditionally
been used for SCADA and remote I/O. Remote I/O is responsible for acquiring data from
sensors and actuators in industrial processes. Distributed I/O is an evolution of remote
I/O used for networked data acquisition. IIoT and I4.0 applications require interoperability
and vertical interaction among devices and systems. To fulfill that, a distributed I/O has
been developed as a microservice, and some applications have shown its effectiveness [32].

The necessary microservices to develop the distributed I/O were Transporter and
DAQ in Figure 2. The distributed I/O operation is equal to the traditional solution, but
the network communication is automatic through the Transporter. Another difference is
that it is programmable, so customer-specific functions can be added. A great advantage
over the traditional solution is the ease of deployment of distributed I/O redundancy as a
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result of the replication of microservices. Redundancy in IAS means keeping redundant
(duplicate or triplicate) systems in order to ensure the availability of critical processes or
devices. The redundancy of distributed I/O is achieved when two or more replicas of the
same distributed I/O communicate through the Transporter.

Several use cases were presented demonstrating that the distributed I/O using mi-
croservices enabled the I/O data acquisition in IAS to function in a networked, standard-
ized, and scalable manner [32].
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3. Control as a Microservice and Controllers’ Redundancy

The I4.0 is also pushing forward process control in IAS. Beyond interoperability and
vertical integration, process control needs to be flexible, modular, and easy to deploy. In
order to fulfill that, a process controller has been developed as a microservice [34]. As a
result, the control algorithm can be developed according to the application’s needs and
made scalable through the reuse of the microservice. Considering the redundancy scenario
cited before, this approach also eases and enables the redundancy of process controllers in
the industry.

The necessary microservices to develop a process controller (redundant or not) were
the Transporter, PID4.0, and the DAQ or M2M for I/O data acquisition in Figure 2. PID4.0
implements a network-based PID control algorithm (PIDPlus) as a microservice. The
difference is that when the controller is made available as a microservice, it can be easily
reused and replicated on multiple platforms, generating great hardware savings and
ease of deployment. That is interesting because different versions of hardware, OS, and
programming languages can be used, which is very different from a traditional PLC
with dedicated hardware controllers. As a result, it reduces the overall complexity of
implementing redundancy in the IAS.

Another advantage is that the Transporter communication uses load balancing strate-
gies available in the Moleculer framework, reducing CPU overload or latency according to
the selected strategy. Several use cases were presented with service compositions demon-
strating that the controller as a microservice enabled using and sharing microservices in
order to obtain a flexible and distributed control architecture [30,34].

4. PLC with IEC 61131-3 standard

IAS are usually based on programmable logic controllers (PLC) and development
software based on IEC 61131-3 PLC programming languages. In order to make the MOAI
fully compatible with IAS, a PLC microservice has been developed, and function blocks
have been added to the programming IDE to make PLC programs integrated with the
Transporter communication [32]. The PLC microservice integrates the OpenPLC project [38]
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into the Moleculer framework. OpenPLC brings together the functionalities of a PLC with
the advantages of an open software and hardware architecture.

The necessary microservices to develop PLC-based automation and process control
are Transporter, PLC, and the DAQ or M2M for I/O data acquisition shown in Figure 2.
The PLC microservice can perform logic and sequencing of tasks that are performed on
conventional PLCs, as well as the acquisition and monitoring of data from a local controller
or distributed inputs and outputs (DAQ and M2M microservices). However, it is available
as a microservice, which provides the same flexibility advantages cited before, such as
reusing and deployment on multiple platforms.

The working logic of the controller process is developed in the OpenPLC Editor, a
software that allows to write PLC programs according to IEC 61131-3. Considering the
MOAI, it is also possible to create applications using the OpenPLC Editor that orchestrate
the microservices available. Several use cases were presented with the PLC microservice
usage in discrete automation and process control and with the microservice composition of
applications using IEC 61131-3 (Ladder and Function Block Diagram) [33].

5. Process Historian and SCADA

Monitoring and understanding the behavior of industrial processes is fundamental to
increasing efficiency in the production line and enabling management decision-making.
Process historians or operational historians are being applied to store increasing amounts
of data obtained from a broader variety of sources, including control and monitoring,
enterprise resource planning (ERP), and asset management systems. With that in mind,
a SCADA application was developed with a historian service for the acquisition, storage,
and analysis of structured data from industrial processes [32].

The necessary microservices to develop the SCADA and historian were the Transporter,
Database, and DAQ or M2M for I/O data acquisition in Figure 2. The solution is based on
using the Transporter for automatically acquiring data through the DAQ or M2M, storing
it in a time-series database (InfluxDB), and feeding the process historian (Grafana). Several
IAS use cases were presented for SCADA and historian usage [32].

6. Discussions and Final Remarks

The MOAI enabled the use and sharing of microservices for the design of a scalable,
flexible, interoperable, and distributed industrial architecture for IAS. The implementation
of IAS as microservices contributes to a new model of interactions between different
industrial systems, equipment, users, and applications that meets the changes and fulfills
the requirements of I4.0 applications.

On the contrary of the SOA/MOA for industrial applications available in the literature,
the MOAI was built on top of the Moleculer framework for microservices. It was a very
positive development choice for the MOAI. Many mandatory development steps have been
avoided, such as service-oriented software, service communication, service registry, and
discovery, because the framework already provides them. The functionalities of the MOAI
and other architectures in the literature are very similar, as they were developed for the
same proposal of evolving IAS to support I4.0 applications. As a result, a simple and direct
comparison among them is not fair, but rather some aspects and functionalities can be
confronted. Most of the services and applications cover the same tasks. Service composition
by orchestration is most commonly used in industrial applications and is supported by all
architectures in the literature as it provides better execution control and management of
the application. The MOAI, as also described in [22], additionally supports choreography,
which can improve decentralization and aims to keep services loosely coupled and more
autonomous.

The great difference between the MOAI and the other architectures is the service
communication mechanism (Transporter). In addition to providing the basic microservice
networking functionalities, such as communication, discovery and registry, and load
balancing and status checking, it also enables the unique functionality of microservice
redundancy. Microservice redundancy (through replication of the same service) is an
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important feature for IAS, as described in the distributed I/O and controller redundancy
examples. In this case, the Transporter verifies if there are two or more (redundant) instances
of the same microservice, and when there is a request for that service, it automatically
chooses the best instance of them for execution at that time, enabling the redundancy.
As the Transporter itself is also a microservice in the MOAI, it is also possible to make it
redundant. In this case, the microservice networking will change from one Transporter
(active) to another (redundant) in case of failure.

Considering the pros and cons of the MOAI, although there are disadvantages, the
advantages are greater and more relevant. The MOAI is scalable because the microservices
are modular and independently deployable and manageable, allowing them to be easily
changed on demand. In addition, microservices can be reused for scaling applications (ex:
a set of DAQ-sensor, PID4.0, and DAQ-actuator microservices reused for each control loop
of the plant) and replicated in order to provide redundancy or availability (ex: two or more
redundant PID4.0 microservices for the same control loop or redundant DAQ microservices
for data acquisition as described in the distributed I/O example).

The MOAI is flexible as it is able to adapt to changing requirements and can be
modified or extended to meet new needs without requiring significant changes to the
architecture. New microservices (functionalities) can be easily created, as well as new
applications that can be composed using the microservices.

The MOAI is interoperable because the networking functionalities of automatic, stan-
dardized, and transparent communication between microservices and applications over-
come data integration problems between different hierarchical industry levels. The MOAI
is fundamentally distributed as microservices are deployed in individual nodes that com-
municate through the network (Transporter). It enables decentralization of control tasks or
decision-making, as each node or microservice has its own functionalities and responsibili-
ties. In addition, it provides resilience and fault tolerance as the MOAI continues to operate
in the case of individual microservice failures and failures of replicated microservices.

Microservices are a different paradigm from traditional IAS monolithic architectures
in terms of development, maintenance, and commissioning/deployment. The disadvan-
tages of the MOAI or difficulties are more related to learning new concepts, tools, and
development environments and their development in the industry than to the complexity
of using microservices. The development of microservices, such as those in the MOAI,
must be based on standardized structures (containers) and management tools. Maintaining
the applications and commissioning microservices require a repository structure for better
version management and operational control, which is not common in IAS. Another point
to be highlighted is the complexity of management in large applications containing many
microservices. Due to the networked characteristics of MOAI, fault maintenance or error
checking is more complex. On the other hand, these activities can be carried out entirely
online and remotely over the network on the MOAI.

A limitation of the MOAI is related to the network protocols available for commu-
nication. As the Moleculer is a computing framework, the supported protocols are not
industrial standards. As a result, direct communication with legacy industrial devices is
not possible, and an intermediary service is necessary for bridging them to the Transporter.
However, it is a known issue of SOA/MOA in industrial applications that was handled in
this research with the M2M microservice, using the same idea as other approaches in the
literature as the mediator service in [20] and the translation and gateway services in [22].

In terms of security, microservices introduce additional concerns, as each service’s
access needs to be secured and there needs to be secure communication between ser-
vices. The common security mechanisms available in other SOAs/MOAs, such as en-
cryption, authentication, and authorization, have also been developed in the MOAI. As
an additional security layer in the MOAI, the Guard microservice mechanism checks all
microservice requests before they reach their recipient, verifying permissions and blocking
unallowed requests.
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7. Conclusions

Even though traditional IAS architecture is still present in the industry, great efforts
are being made to evolve it, especially using service-based architectures. SOA and MOA
overcome the main problems of interoperability and vertical integration of heterogeneous
systems in the IAS, fulfilling the requirements for I4.0 applications.

The paper described the development, deployment, and testing of a Microservice
Oriented Architecture for Industry 4.0 (MOAI) based on the Moleculer framework. The
first contribution was investigating and demonstrating that a non-industrial framework
can be applied to IAS and I4.0 applications. In addition to simplifying MOAI development,
it provided a flexible, interoperable, and distributed architecture.

The functionalities, pros, and cons of the MOAI were discussed. The highlight and
differential point of the MOAI is the networking microservice (Transporter). In addition to
offering fundamental microservice networking capabilities, it enabled the distinctive feature
of microservice redundancy. Operational details of the architecture were explained, as well
as the communication and service composition through orchestration and choreography.
The development of microservices and applications as well as security mechanisms were
also discussed.

Considering the MOAI microservices, some can be highlighted. The PLC microservice
can be applied in applications where determinism is not required and is advantageous
because it is not necessary to deploy dedicated physical controllers in the plant. The DAQ
microservice resembles the operation of a networked remote I/O, with the advantage of
programing capability and incorporating customized functionality. The PID4.0 microservice
evolved traditional PID control into a network-based, redundant-ready controller for IAS.

Application examples of the MOAI were discussed, and the results demonstrated the
feasibility of supporting IAS in the context of the I4.0. The MOAI proved to be valuable both
at the device and application levels by providing a high level of loose coupling between
the various components of the system.

Future work will focus on expanding the experiments to evaluate the benefits and
drawbacks of the MOAI developed. It is expected to automate the composition of services
by taking advantage of microservice discovery and using the concept of Plug and Play.
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