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Abstract: Biometrics deals with the recognition of humans based on their unique physical charac-
teristics. It can be based on face identification, iris, fingerprint and DNA. In this paper, we have
considered the iris as a source of biometric verification as it is the unique part of eye which can
never be altered, and it remains the same throughout the life of an individual. We have proposed
the improved iris recognition system including image registration as a main step as well as the edge
detection method for feature extraction. The PCA-based method is also proposed as an independent
iris recognition method based on a similarity score. Experiments conducted using our own developed
database demonstrate that the first proposed system reduced the computation time to 6.56 sec, and it
improved the accuracy to 99.73, while the PCA-based method has less accuracy than this system does.

Keywords: biometrics; iris recognition; security system; image processing; pattern recognition; iris
image acquisition; image registration; PCA

1. Introduction

The classical human identification system was based on physical keys, passwords
or ID cards, etc., which can be lost or be forgotten easily, while the modern identification
system is based on distinct and unique traits, i.e., physical or behavioral characteristics.
The human eye has a very sensitive part named the iris, which has unique pattern in every
individual. The iris has a thin structure, and it has a sphincter muscle lying in between the
sclera and the pupil of the human eye. It is just like a person who has a living password
which can never be altered. Although, fingerprints, face and voice recognition have been
also widely used as proofs of identity [1], the iris pattern is more reliable, non-invasive and
has higher recognition accuracy rate [2–4]. The iris pattern does not change significantly
throughout the human’s life, and even the left and right eyes have different iris patterns [5].
Every eye has its own iris features with a very high degree of freedom [6]. These are some
benefits of iris recognition, which make it better than the other recognition systems [7]. It
began in 1936 when Dr. Frank Burch proposed the innovative idea of using iris patterns
as a method to recognize an individual. In 1995, the first commercial product was made
available [8]. Nowadays, iris recognition is extensively applied in many corporations for
identification such as in security systems, immigration systems, border control systems,
attendance systems, and many more [9].

The iris recognition framework is divided into four sections: iris segmentation, iris
normalization, iris feature extraction and matching [10]. Daugman proposed the method
of capturing the image at a very close range using camera and a point light source [2,11].
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After an iris image has been captured, a series of integro-differential operators can be used
for its segmentation [12]. In [13], the author proposed that the active contour method
is better than fixed shape modelling is for describing the inner and outer boundaries of
iris [14]. Wildes proposed the localization of the iris boundaries using Hough transform,
and they represented the iris pattern via Laplacian pyramid. The author used a normalized
correlation to find the goodness of matching between two iris patterns [15]. Boles et al.
proposed a WT zero-crossing representation for a finer approximation of the iris features
at different resolution levels, and an average dissimilarity at each resolution level was
calculated to determine the overall dissimilarity between two irises [16].

Zhu et al. used a multi-scale texture analysis for global feature extraction, 2D texture
analysis for feature extraction and a weighted Euclidean distance classifier for iris match-
ing [17]. Daouk et al. proposed the Hough transform and canny edge detector to detect
the inner and outer boundaries of an iris [18]. Tan et al. proposed the iterative pulling
and pushing method for the localization of the iris boundaries, and they used key local
variations and ordinal measure encoding to represent the iris pattern [18–21]. Patil et al.
proposed the lifting wavelet scheme for the iris features [22]. Sundaram et al. used the
circular Hough transform for the iris localization, 2D Haar wavelet and the Grey Level
Co-occurrence Matrix (GLCM) to describe the iris features and the Probabilistic Neural
Network (PNN) for matching the computed iris features [23].

Shin et al. proposed pre-classification based on the left or right eye and the color
information of the iris, and then, they authenticated the iris by comparing the texture
information in terms of binary code [24]. The authors proposed the Contrast Limited
Adaptive Histogram Equalization (CLAHE) to remove the noise and occlusions from the
image, and they used SURF (Speeded Up Robust Features)-based descriptors for the feature
extraction [25,26]. Jamaludin et al. proposed the improved Chan–Vese active contour
method for iris localization and the 1D log-Gabor filter for feature extraction for non-ideal
iris recognition [9]. Kamble et al. proposed their own developed database and used Fourier
descriptors to make an image quality assessment [27]. Dua et al. proposed an integro-
differential operator and Hough transform for segmentation, a 1D log-wavelet filter for
feature encoding and a Radial basis function neural network (RBFNN) for classification
and matching [28]. This algorithm presented very high precision value, but it involved
massive calculations which increased the computation time, and as well as this, the method
was not tested practically on humans or animals. So, in order to improve the recognition
efficiency and reduce the computation time, we sum up the state-of-the-art technology in
the domain of iris recognition. We propose an improved state-of-the-art Iris recognition
system based on image registration along with feature extraction which employs the
physiological characteristics of the human eye. We propose two different methods, i.e., the
classical image processing-based method and the PCA-based method to determine which
will handle the noisy conditions, the illumination problems, as well as camera-to-face
distance problems better in the real-time implementation of the systems.

In this paper, Section 2 describes the steps of proposed iris recognition method in
which we have added image registration (to align the image) as a compulsory step to
reduce FAR (False Acceptance Rate) and FRR (False Rejection Rate). Section 3 describes
the principle component analysis, which is our own proposed method to describe the iris
texture in terms of its Eigen vector, Eigen value and similarity score. Section 4 describes the
evaluation part, and last section concludes the paper.

2. Proposed System

The proposed system based on iris recognition consists of six main steps: data acqui-
sition, pre-processing, image registration, segmentation, feature extraction and matching.
The principle component analysis method is the second proposed method for iris recogni-
tion. These methods are proposed in context of them having less computation time and a
high level of accuracy.



Eng 2022, 3 695

2.1. Data Acquisition

The data in our case are based on real-time images, while generally, pre-captured
images are used. It consists of two steps, either using the images that are already available
for the testing system, i.e., the CASIA database, or using images that were taken from
camera directly. The iris pattern is only visible in the presence of infrared rays so an
ordinary camera cannot be used for this purpose. The real-time implementation of the
system proves the system’s effectiveness, so we have used our own database based on
real-time images that were taken using an IR-based iris scanner, which were taken instantly.
The core characteristics of the iris scanner are: auto-iris-detection, auto-capturing and
auto-storage to a directory that has been assigned. The specifications of the iris scanner
include a monocular IR camera, a capture distance of 4.7 cm to 5.3 cm using an image
sensor, a capturing speed of 1 s, an image dimension of 640 × 480 (Grayscale) and the
compression format was BMP.

Iris database created using this scanner consists of 454 images of 43 persons. For
12 persons, we have captured ten images of the right eye and five images of the left eye.
For 15 persons, we have captured five images of the right eye and five images of the left
eye, and for 16 persons, we have captured two images of the left eye and two images of the
right eye. All of the images were captured at different angles and different iris locations.

2.2. Pre-Processing

After loading the images, the next step was pre-processing. This mainly involved
RGB-to-grayscale conversion, contrast adjustment, brightness adjustment and deblurring.
Figure 1 shows the four right eye images of same person taken using the iris scanner. As
our images are already in grayscale, there was no need to conduct the grayscale conversion.
The iris scanner took images after focusing, so there was very little chance that image
would be blurred, but still, we have used a weighted average filter to perform deblurring.
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Figure 1. Four right eye images of one person.

In weighted average filters, there will be higher intensities of pixels in the center of
the image. The center values (pixels) of the mask are multiplied with highest values, thus,
the intensities of the pixels at center are the highest. The weighted average filter was
implemented for filtering an image in the order of M× N with filter of size m× n, which is
given by Equation (1).

g(x, y) =
∑a

s=−a ∑b
t=−b w(s, t) f (x + s, y + t)

∑a
s=−a ∑b

t=−b w(s, t)
(1)

where w (s, t) is the weight, f (x + s, y + t) is the input for which x = 0, 1, 2 . . . ., m − 1
and y = 0, 1, 2 . . . ., n − 1 and g (x, y) are the output image. This will result in the image
having better intensities in the iris portion than those that are shown in Figure 2. During
the iris recognition process, the pre-processing steps can also be used again and again if
they are required.
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2.3. Image Registration

Image registration is a process during image processing that overlaps two or more
images from various imaging equipment or sensors which are taken at different angles to
geometrically align the images for an analysis and to reduce the problems of misalignment,
rotation and scale, etc. If the angle of the iris is changed (i.e., the person kept their eye near
the scanner at a different angle or a different position), then the iris pattern at the same
position as in other image will be changed, and it can cause mismatch. As it can be seen
in Figure 1, the images were taken at different positions as well as angles, so we needed
to perform image registration. If the new image In (x, y) is rotated or tilted at any angle, it
will be compared with the sample image Is (x, y), and it will automatically be rotated to the
ideal position. There are different processes in image registration based on point mapping,
multimodal configurations and feature matching. These points will be detected in both
of the images to find whether they are at same angle and position or not, and if they are
not, then the images will be aligned by adjusting these points, respectively. When we were
choosing a mapping function (u (x, y), v (x, y)) for the ordinal coordinates transformation,
the intensity values of the new image were made to be close to the corresponding points in
the sample image. The mapping function must simplify to Equation (2).∫

x

∫
y
(Is(x, y)− In(x− u, y− v))2dxdy (2)

It is constrained to capture the similarity transformation of the image coordinates from
(x, y) to (x′, y′) as shown in Equation (3).(

x′

y′

)
=

(
x
y

)
− sR()

(
x
y

)
(3)

where s is a scaling factor and R() is the rotation matrix, which is represented by . Practically,
when a pair of iris images In and Id are given, the warping parameters s and are recovered
via an iterative minimization procedure. The output of image registration is shown in
Figure 3, and image registration data are represented in Algorithm 1.
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Algorithm 1: Image Registration.

Step 1: Read sample iris image and new (i.e., tilted or rotated) grayscale eye image.
Step 2: Detect surface features of both images.
Step 3: Extract features from both images.
Step 4: Find the matching features using Equation (2).
Step 5: Retrieve location of corresponding points for both images using Equation (3).
Step 6: Find a transformation corresponding to the matching point pairs using M-estimator
Sample Consensus (MSAC) algorithm.
Step 7: Use geometric transform to recover the scale and angle of new image corresponding to the
sample image. Let sc = scale ∗ cos (theta) and ss = scale ∗ sin (theta), then: Tinv = [sc-ss 0; ss sc 0;
tx ty 1]
where tx and ty are x and y translations of new image relative to the sample image, respectively.
Step 8: Make the size of new image same as that of sample and display in same frame.
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2.4. Segmentation

Segmentation mainly involves the separation of the iris portion from the eye. The iris
region consists of two circles, one of them is the outer iris–sclera boundary, and another one
is the interior iris–pupil boundary. The eyelids and eyelashes sometimes hide the upper and
lower parts of the iris region. It is considered to be a very crucial stage to achieve the correct
detection the of outer and inner boundaries of the iris. There are different methods which
are commonly used for this section including the integro-differential integrator [29], moving
agent [30], Hough transform [31], circular Hough transform [32], iterative algorithm [33],
Chan–Vese active contour method [34] and Fourier spectral density ones, [35] etc. We have
used the circular Hough transform (CHT) one for the detection of the iris boundaries due
to its robust performance even in noise, occlusion and varying illumination. It depends
upon the equation of circle which is described by Equation (4):

(x− a)2 + (y− b)2 = r2 (4)
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where a, b is the center, r is the radius and x, y represents the coordinates of the circle.
Equations (5) and (6) shows the parametric representation of this circle:

x = a + r ∗ cos θ (5)

y = b + r ∗ sin θ (6)

The CHT use a 3D array with the first two dimensions, representing the coordinates of
the circle, and the last third of it specifies the radii. When a circle of a desired radii is drawn
at every edge point, the values in the accumulator (the array which will find the intersection
point) will increase. The accumulator, which keeps count of the circles passing through the
coordinates of each edge point, will vote for the highest count as shown in Figure 4.
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The coordinates of the center of circles in the images will be the coordinates with the
highest count. For efficient recognition, the circular Hough transform was performed on
the iris–sclera boundary first, and then, on the iris–pupil boundary. The segmentation
using the circular Hough transform method is shown in Figure 5. After the circular portion
was detected, the next step was to separate this circular portion from the eye. We have
applied the mask of zeros to extract the iris from the eye as shown in Figure 6, and the
circle detection is represented in Algorithm 2.

Algorithm 2: Circle Detection Using Circular Hough Transform.

Step 1: Define iris radius range [50, 155] and pupil radius range [20, 55].
Step 2: Define object polarity bright as dark.
Step 3: Define sensitivity of 0.98.
Step 4: Define edge threshold value of 0.05.
Step 5: Apply circular Hough transform for boundary detection.
Step 6: Find centers and radii and display only required circles.
Step 7: Display the detected iris portion.
Step 8: Apply mask to separate the iris from eye.
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2.5. Feature Extraction

Feature extraction is one of the most important steps involved in process. We have
used two different methods for the feature extraction. One is the two-dimensional Discrete
Wavelet Transform (DWT) and other is edge detection.

2.5.1. Two-Dimensional Discrete Wavelet Transform (2-D DWT)

The 2D wavelet and scaling functions were obtained by taking the vector product of the
1D wavelet and the scaling functions. This leads to the decomposition of the approximate
coefficients at level j in four components, i.e., the approximation at level j + 1, and the
details in three orientations (the horizontal, vertical, and diagonal ones). Two-dimensional
wavelet transform is generally obtained by separable products of scaling functions Ø and
wavelet functions Ψ as in Equation (7):

Cj+1[k, l] = ∑
m,n

h[m− 2k]h[n− 2]Cj[m, n] (7)

The detail coefficient images, which are obtained from three wavelets, are given by
Equations (8)–(10), and they are shown in Figure 7.

Vertical Wavelet : Ψ1(t1, t2) = (t1)Ψ(t2) (8)

Horizontal Wavelet : Ψ2(t1, t2) = (t2)Ψ(t1) (9)

Diagonal Wavelet : Ψ3(t1, t2) = Ψ(t1)Ψ(t1) (10)
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The energy is computed to approximate the three detailed coefficients (the horizontal,
vertical and diagonal ones) by Equation (11):

Energy = ∑M−1
m=0 ∑N−1

n=0 |X(m, n)| (11)

where X (m, n) is a discrete function whose energy is to be computed.

2.5.2. Edge Detection:

Edge detection consists of a variety of mathematical methods that can be used to
identify the points in an image where the image brightness changes sharply, which are
generally organized into set of curved line segments, or they have discontinuities. It can
also be used for finding out those points where the intensities change rapidly. There are a
lot of different edge detection techniques, but we have used a zero-crossing-based second-
order derivative edge detector named the canny edge detector. This technique uses two
thresholds: a high threshold for low edge sensitivity and a low threshold for high edge
sensitivity to detect strong as well as weak edges which enables the edge detector to not be
affected by noise, and thus, it is more likely to detect the true weak edges. Bing Wang and
Shaosheng Fan developed a filter which evaluated the discontinuity between the grayscale
values of each pixel [36]. For higher discontinuity, a lower weight value was set to smooth
the filter at the corresponding point, and for lower a discontinuity between the grayscale
values, the higher weight value was set to the filter. The resultant image after applying
the edge detection is shown in Figure 8, and feature extraction is represented in Algorithm 3.
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Algorithm 3: Feature Extraction using Edge Detection.

Step 1: Convolve the Gaussian filter with image to smooth the image using:

Hij =
1

2πσ2 exp
(
− (i−(k+1))2+(j−(k+1))2

2σ2

)
; 1 ≤ i, j ≤ (2k + 1)

where σ is standard deviation and kernel size is (2k + 1) × (2k + 1).

Step 2: Compute the local gradient
[

g2
x + g2

y

] 1
2 at each point.

Step 3: Find edge direction tan−1(
gx
gy
) at each point.

Step 4: Apply an edge thinning technique to get more accurate representation of real edges.
Step 5: Apply hysteresis thresholding based on two thresholds, T1 and T2 with T1 < T2, to
determine potential edges in image.
Step 6: Perform edge linking by incorporating the weak pixels connected to the strong pixels.

Eng 2022, 3, FOR PEER REVIEW 9 
 

 

Step 2: Compute the local gradient [݃௫
ଶ + ݃௬

ଶ]
భ
మ at each point. 

Step 3: Find edge direction ି݊ܽݐଵ(௚ೣ
௚೤

) at each point. 

Step 4: Apply an edge thinning technique to get more accurate representation of real 
edges. 
Step 5: Apply hysteresis thresholding based on two thresholds, ଵܶ  and ଶܶ  with ଵܶ <

ଶܶ , to determine potential edges in image. 
Step 6: Perform edge linking by incorporating the weak pixels connected to the strong 
pixels. 

 

  
(a) (b) 

Figure 8. Feature extraction using canny edge detector. (a) Original eye image. (b) Output image of 
feature extraction using edge detection. 

2.6. Feature Matching 
For matching, we have used two different methods, i.e., the Hamming distance and 

Absolute differencing method. 

2.6.1. Hamming Distance 
Hamming distance makes use of only those parts in both of the iris patterns which 

corresponds to “0”. It is calculated by using the formula in Equation (12). Its value will be 
zero when both of the iris patterns match exactly, but unfortunately this never happens 
because of light variation while we are capturing the image, noise which will remain un-
detected during normalization and environmental effects on the sensor, etc. So, a value 
up to a 0.5 distance which was chosen in the hit and trial method is usually considered to 
be accurate. If the hamming distance is below 0.5, it means that the both iris patterns are 
the same, but if the distance is greater than 0.5, it means that the iris patterns may be 
matched or not matched. If the distance has value of 1, it clearly means that the iris pat-
terns are not matched. 

݁ܿ݊ܽݐݏ݅ܦ ݃݊݅݉݉ܽܪ =  
1
ܰ

෍| ௜ܺ − ௜ܻ|
ଵ

௜ିଵ

 (12)

where N is the number of parts to be compared and | ௜ܺ − ௜ܻ| is the difference between 
the two iris patterns. 

2.6.2. Absolute Differencing 
The absolute differencing method will find the absolute difference between each el-

ement in one iris pattern from the corresponding element in other iris pattern, and it re-
turns the absolute difference in the corresponding element of the output. If one pattern is 
similar to the other, then the absolute difference will be zero. 
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2.6. Feature Matching

For matching, we have used two different methods, i.e., the Hamming distance and
Absolute differencing method.

2.6.1. Hamming Distance

Hamming distance makes use of only those parts in both of the iris patterns which
corresponds to “0”. It is calculated by using the formula in Equation (12). Its value will be
zero when both of the iris patterns match exactly, but unfortunately this never happens
because of light variation while we are capturing the image, noise which will remain
undetected during normalization and environmental effects on the sensor, etc. So, a value
up to a 0.5 distance which was chosen in the hit and trial method is usually considered
to be accurate. If the hamming distance is below 0.5, it means that the both iris patterns
are the same, but if the distance is greater than 0.5, it means that the iris patterns may be
matched or not matched. If the distance has value of 1, it clearly means that the iris patterns
are not matched.

Hamming Distance =
1
N

1

∑
i−1
|Xi −Yi| (12)

where N is the number of parts to be compared and |Xi −Yi| is the difference between the
two iris patterns.

2.6.2. Absolute Differencing

The absolute differencing method will find the absolute difference between each
element in one iris pattern from the corresponding element in other iris pattern, and it
returns the absolute difference in the corresponding element of the output. If one pattern is
similar to the other, then the absolute difference will be zero.
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We have mixed both of these techniques in a way that first, it finds the hamming
distance, and then, find out the absolute difference between the two images. If the distance
between the two images is zero, the display feature are matched, but if it is not zero,
then, we must calculate the absolute difference between the two patterns. However, if the
absolute difference is zero, it will display the non-matched features.

3. Principal Component Analysis (PCA)

Principal component analysis is a method used to extract strong patterns from a given
dataset. The data become easy to visualize using this technique and it converts set of
correlated variables into a linearly correlated variable. This process gives the differences
and similarities in the dataset. The dataset which has highest variance becomes the first
axis, which is called the first principal component. The dataset which has the second
highest variance becomes the second axis, which is called the second principal compo-
nent and so on. PCA reduces the dimensions of the dataset, but it retains the features
and characteristics of the dataset. We have used PCA to reduce the steps and obtain the
desired results as by using the traditional image processing steps. It does not detect the
inner features which is very important step for our system. It makes a decision based
on the Eigenvectors, Eigenvalues and matching score between the two images. The re-
sults obtained using PCA are shown in Figure 9, and the PCA is represented in Algorithm 4.

Algorithm 4: Principal Component Analysis (PCA).

Step 1: Create MAT file of the database and load database.
Step 2: Find the mean of images using 1

2 ∑n
i=1 Xij.

Step 3: Find the mean shifted input image.
Step 4: Calculate the Eigen vector and Eigen values using Aυ = λυ, where matrix λ is the Eigen
value of non-zero square matrix (A) corresponding to υ.
Step 5: Find the cumulative energy content for each Eigen vector by gj = ∑

j
k=1 Dkk, j = 1, 2, 3, . . . ,

p. It will retain the top principal components only.
Step 6: Create the feature vector by taking the product of cumulative energy content of Eigen
vector and mean shifted input image.
Step 7: Separate out feature vector (iris section) from input image.
Step 8: Find the similarity score with images in database.
Step 9: Display the image having highest similarity score with input image.
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4. Results and Discussion

Our proposed work was implemented using same laptop with the specifications of an
Intel Core 5Y10C, 4 GB RAM, Windows 8, IriCore software and MATLAB R2017a. About
454 images of 43 persons taken using a camera, MK-2120U, using IriCore software were
used to test the performance of the proposed system. Multiple samples of individual eyes
were recorded in our database. Each image was captured at 640 × 480, 8-bit grayscale
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image, and they were saved in the BMP format. Figure 10 shows the left and right eye
images of different persons.

1. Image registration aligns the input image with the reference image. In this method,
we have taken an eye image as shown in Figure 11a, and the image registration was
performed to align the image, as shown in Figure 11b. It is one of the major step
that is performed to align the images for the analysis, and it reduce the problems of
misalignment, rotation and scale.

2. Segmentation involves the circular portion detection and extraction from an eye image.
Iris segmentation combines the technique of edge detection and Hough transform
to detect the circular edges in the image. The segmented iris is shown in Figure 11c.
It also involves the extraction of the iris region from an eye image, as shown in
Figure 11d, which was evaluated by the combination of the circular Hough transform
and masking methods, and this resulted in the circular iris portion extraction.

3. Feature extraction was realized by using 2-Dimensional Discrete Wavelet transfor-
mation and canny edge detection. The 2D DWT results in the horizontal, vertical
and diagonal components of the iris feature contain a lot of information which are
difficult to handle, while on other hand, the edge detection technique provides all
of the features in a single matrix. If we compared both of the techniques, 2D DWT
takes more time to execute and it provides the desired results in three matrices, which
will further take more time in matching, while the edge detection technique takes
less time to provide the desired result, and it will be easy to find matched features,
as it can be seen in Figure 11e. So, the results of the edge detection technique were
employed for further processing.

4. Matching comprises of two different methods to avoid FAR and FRR as much as
possible. These methods include the Hamming distance and absolute differencing
method. First, the Hamming distance method was implemented to find the distance
between the iris features, and if this distance is zero, then access is granted. This is
difficult to achieve as occlusions such as eyelids, eyelashes, change under different
lightening conditions and noise effect the features of an iris. So, threshold of 0.5
was adjusted to pass the barrier (gate), but still, the iris pattern was subjected to
the absolute differencing method. This method checks the difference between the
features of the two iris patterns, and it grant access or denies access to the barrier. If
the Hamming distance is greater than 0.5 and there also exists absolute difference, the
access to the system will be denied.

5. Principal component analysis comprises all of the steps from reading an image to
matching it. It consists of iris extraction from an eye image and calculating the mean
Eigen values, Eigen vectors and similarity score of an image to compare them with
those of the images in the database. The decision is based on the similarity score
between two images as shown in Figure 9. The similarity score is 1 with ID 13_L1,
which means its features are similar to a person having this ID. This method takes the
surface features mainly, while the iris pattern has detailed information hidden which
needs to be involved during processing.
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To check the accuracy of the proposed system, it was evaluated using the false ac-
ceptance rate, the false rejection rate and the equal error rate. The equal error rate (EER)
is achieved at a point where the FAR and FRR overlaps; the lower the EER is, the better
the performance accuracy of the system will be. The matching algorithm uses a threshold
value which will determine the closeness of the input iris to the database iris. The lower
the threshold value is, the lower the FRR will be, while the FAR will be higher, and a higher
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threshold value will lead to a lower FAR and higher FRR, as shown in Figures 12 and 13.
EER is the point at which the FRR equals the FAR, and it is considered to be the most im-
portant measure of the biometric system’s accuracy. The proposed iris recognition system
gives an EER = 0.134 as shown in Figure 12, while using a PCA-based method for iris
recognition gives an EER = 0.384 as shown in Figure 13.
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Table 1 describes the performance of different methodologies for iris recognition. It
shows the false acceptance rates (FAR), the false rejection rates (FRR) and the recognition
accuracy taken using different methodologies. It can be observed from the table that
our proposed system has outperformed the already existing techniques in terms of the
processing time. Our proposed system has recognition rate of 99.73%, and the execution
time is 6.56 s, while the other system based on PCA has a recognition rate of 88.99%, and the
execution time is 21.52 s. Therefore, the proposed system without PCA is more proficient
for identification than the proposed system with PCA because it has less accuracy.
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Table 1. Performance comparison of different methodologies.

Methodology FAR(%) FRR(%) Average Accuracy(%)

Ma et al. [20] 0.020 010980 98

Sanchez et al. [3] 0.030 2.080 97.89

Tisse et al. [4] 1.840 8.790 89.37

Proposed System 0.12 0.1452 99.73

Proposed system based on PCA 8.980 1.030 89.99

It can be seen from the above table that our proposed system’s accuracy is better than
the other methods are as we have involved image registration which provide much better
results, while the PCA-based system is less efficient than the other proposed system is, but
it can be made more efficient by using a camera with a higher resolution. So, the proposed
system with image registration is proficient for the identification and verification of the iris.

5. Conclusions

Iris recognition is an emerging field in biometrics as the iris has a data-rich unique
structure, which makes it one of the best ways to identify an individual. The designed
project is an innovation in the current modes of security systems that are being used today.
Due to the unique nature of the iris, it can be used as a password for life. As the iris is the
only part of human that can never be altered, there are no chances of trespassing when one
is using an iris detection system, by any means. In this paper, an efficient approach for an
iris recognition system using image registration and PCA is presented using a database
that was built using images taken using an iris scanner. The iris characteristics enhance its
suitability in the automatic identification which includes the ease of image registration, the
natural protection from external environment and surgical impossibilities without the loss
of vision.

The application of the iris recognition system has been seen in various areas of life
such as in crime detection, airport, business application, banks and industries. Image
registration adjust the angle and alignment of the input image to the reference image.
The iris segmentation uses the circular Hough transform method for the iris portion
detection, and then, the mask is applied to extract the iris segment from the eye. Feature
extraction is achieved by using the two-dimensional discrete wavelet transform (2-D DWT)
method and by an edge detection technique so that the most supreme areas of the iris
pattern can be extracted, and hence, a high recognition rate and less computation time is
achieved. The Hamming distance and absolute differencing methods were applied on the
extracted features which give us the accuracy of 99.73%.

PCA was also applied on the same database, and the decision is purely based on
the matching score. This system gives us the recognition rate of 89.99% as it does not
analyses the deep features. Then, the doors were automated using serial communication
between MATLAB and Arduino. The door automation using iris recognition has reduced
the labor work for opening and closing the barrier. The system proved to be efficient,
and it saved time as it had a processing time of 6.56 s which can be reduced further if an
advance programming software had been used. In the future, an improved system can
be accessible by investigating with the proposed iris recognition system under different
constraints and environments.
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