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Abstract: Despite its wide acceptance in various industries, CFD is considered a secondary option
to wind tunnel tests in bridge engineering due to a lack of confidence. To increase confidence
and to advance the quality of simulations in bridge aerodynamic studies, this study performed
three-dimensional RANS simulations and DESs to assess the bridge deck aerodynamics of the Rose
Fitzgerald Kennedy Bridge and demonstrated detailed procedures of the verification and validation
of the applied CFD model. The CFD simulations were developed in OpenFOAM, the results of which
are compared to prior wind tunnel test results, where general agreements were achieved though
differences were also found and analyzed. The CFD model was also applied to study the effect of
fascia beams and handrails on the bridge deck aerodynamics, which were neglected in most research
to-date. These secondary structures were found to increase drag coefficients and reduce lift and
moment coefficients by up to 32%, 94.3%, and 52.2%, respectively, which emphasized the necessity
of including these structures in evaluations of the aerodynamic performance of bridges in service.
Details of the verification and validation in this study illustrate that CFD simulations can determine
close results compared to wind tunnel tests.

Keywords: verification and validation; CFD; wind tunnel test; aerodynamic coefficients; fascia
beams; handrails

1. Introduction

Hazardous wind conditions can lead to various problems for long-span bridges. The
collapse of the Tacoma Narrows Bridge has shown the catastrophic failure that flutter can
cause; this has driven engineers to carefully take into account the aerodynamic analysis
within procedures of bridge design. Although similar bridge failures due to divergent
aeroelastic effects did not occur after that, it has been witnessed that the wind effect can
seriously influence the serviceability of long-span bridges, especially cable-supported
bridges. For instance, according to a report by Kumarasena et al. [1], many long-span cable-
stayed bridges encountered severe rain–wind-induced vibrations (RWIVs). Vortex-induced
vibrations (VIVs) were observed at the Trans-Tokyo Bay Crossing Bridge, as reported by
Fujino and Yoshida [2]. More recently, in 2020, large oscillations of the bridge deck occurred
at the Humen Pearl Bridge, which was also believed to be VIVs and caused a complete
shutdown of the bridge [3]. Therefore, accurately estimating wind actions on bridges has
become an essential part of modern bridge design.

The traditional approach of estimating wind loads on long-span bridges is through
the use of wind tunnel tests. Here, scaled models of the bridge are tested in wind tunnels,
and aerodynamic forces are measured by sensors. This has been commonly adopted as an
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effective method to evaluate the aerodynamic performance of the bridge, providing useful
information to bridge engineers and designers. Wind tunnel tests have been central to the
design of recent landmark bridge structures, such as the Stonecutters Bridge, where the
bridge deck was optimized using wind tunnel tests [4]. Similarly, wind tunnel test results
were used to evaluate the safety of incomplete bridge sections during the construction of
the Su-tong Bridge [5]. In the academic literature, wind tunnel tests have also been widely
used to study aerodynamic problems of bridges such as vortex-induced vibrations [6–9],
flutter instabilities [10–13], and cable vibrations [14–17]. Despite the great contributions
that wind tunnel tests have made in bridge aerodynamic studies, there are several short-
comings and limitations in the use of wind tunnel tests: the Reynolds number scaling
effect [6]; the interference of flow caused by sensors and other apparatus [18]; and the
approximation made in the inlet turbulence conditions [19]. In addition, conducting wind
tunnel tests in bridge design practice is costly and can be difficult to schedule with the
wind tunnel facility.

In recent times, the rapid development of applied mathematics and modern compu-
tational capacity, combined with the fundamental knowledge derived from wind tunnel
studies, has enabled the implementation of numerical simulations based on computational
fluid dynamics (CFD) in the study of bridge aerodynamics. Many studies have adopted
CFD simulations to calculate aerostatic force coefficients to evaluate the aerodynamic
performance of various bridge decks. Even with limited computational power, some pi-
oneering studies [20–22] have shown the significant potential of CFD simulations in this
area. Similar to the application of wind tunnel tests, CFD simulations have been adopted in
the study of flutter [23–25], VIV [26–29], and RWIV [30–33]. On one hand, these numerical
studies show good agreement with their corresponding wind tunnel results. On the other
hand, CFD has been demonstrated to have a few advantages over wind tunnel tests. Firstly,
CFD can be applied to investigate scenarios that would be considered infeasible as experi-
ments. Secondly, CFD offers non-intrusive sampling, and so the results are not influenced
by sensors and other apparatus. More importantly, compared to the wind tunnel tests, CFD
offers significantly faster and more affordable solutions for steady-state problems. Such
efficiency and affordability are crucial for bridge design, especially at the early stage when
prototypes are frequently examined and updated.

Despite its contributions to bridge design, CFD modeling in bridge engineering has
a few limitations. Firstly, the application of CFD modeling in bridge engineering is often
considered a supplementary method to wind tunnel tests and needs to be validated by
experiments [23,25–28], which indicates a lack of confidence in CFD. To overcome this,
CFD modelling in bridge engineering should provide more comprehensive verification and
validation of the numerical methods and solutions [34]. Secondly, the full capacity of CFD
simulations was not demonstrated by most numerical studies. To save on computational
power, most numerical studies in this area use simplified geometries of bridge structures
where details are often neglected. To date, there has been relatively little research into
the impact on aerodynamic coefficients of including secondary structures in CFD models.
Liu et al. [35] studied the effect of multiple rails on the aerodynamic coefficient of a steel
box bridge deck by performing two-dimensional (2D) RANS simulations with the k-ω
SST turbulence model. It was found that the drag coefficients of bridge decks without
any detailed structures were 30% to 40% smaller than those of bridge decks with guard
rails installed. This finding emphasizes the necessity to consider secondary structures in
simulations that were aimed to evaluate the bridge decks at the service stage. Li et al. [36]
studied the effects of wind fairing angles on the dynamic performance of bridge decks by
performing 2D URANS simulations with the k-ω SST turbulence model on bridge deck
sections with maintenance rails and crash barriers. It was found that the amplitude of
VIVs is positively correlated with the wind fairing angle, and one of the effective methods
to mitigate VIVs is to reduce the vortex scale at the windward side of the upper surface
of the bridge deck. However, the effect of central barriers and maintenance rails on the
bridge deck aerodynamic performance was not investigated. Kusano et al. [37] conducted
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2D URANS simulations with the k-ω SST turbulence model on bridge deck sections with
guide vanes and railings that were designed to suppress VIVs. Through comparisons with
bridge deck sections without any secondary structures, it was found that the installation
of railings and guide vanes can increase drag coefficients of the bridge deck section by
up to 66% and reduce the gradient of lift coefficients to angles of attack reduced by 22%.
However, discrepancies of approximately 33%, 52%, and 88% were found in the comparison
between numerically and experimentally determined drag, lift, and moment coefficients,
respectively. Jeong et al. [38] evaluated the validity of 2D URANS simulations with the k-ω
SST turbulence model in estimating aerodynamic force coefficients of twin-box bridge decks.
Large discrepancies were found in the comparison of aerodynamic coefficients derived
from simulations and wind tunnel tests, where lift and moment coefficients calculated from
2D simulations were 57% and 31% lower than wind tunnel, respectively. They suggested
that the large discrepancies were due to the 3D effects that the 2D model neglected. Each
of the aforementioned studies conducted simulations in 2D, which cannot account for flow
development in the spanwise direction. He et al. [39] included the spanwise dimension
and performed 3D RANS simulations with the k-ω SST turbulence model on a train–
bridge system. They studied the effect of secondary structures (wind barriers for trains) on
aerodynamic coefficients of both trains and bridge decks. It was found that low-porosity
(30%) wind barriers struck a balance between increasing the drag and lift coefficients on
bridge deck and reducing the drag coefficients of the trains.

To summarise, the use of CFD simulations in bridge engineering can be improved
from two perspectives. Firstly, to make the findings of CFD simulations applicable for
bridge decks beyond the construction state, in service, geometries used in the simulations
should include all secondary structures. Secondly, there is a need to verify and validate the
use of 3D RANS simulations with the k-ω SST turbulence model.

In this paper, 3D RANS CFD simulations with the k-ω SST turbulence model are
developed to replicate wind tunnel test results for the Rose Kennedy Fitzgerald Bridge.
Simulations are performed using the OpenFOAM-v6 modelling software to calculate
aerodynamic coefficients of three bridge deck sections with multiple configurations of
secondary structures. The purpose of this study is (1) to validate the use of 3D RANS
simulations with the k-ω SST turbulence model in the estimation of aerodynamic coeffi-
cients by comparing to corresponding wind tunnel tests and (2) to investigate the effect
of three different types of fascia beams and handrails on the aerodynamic performance of
bridge decks. Initially, a description of the Rose Kennedy Fitzgerald bridge is provided,
along with a description of the wind tunnel tests. Then, the CFD model developed for
this work is presented, including details of the geometry of the model, the domain, the
mesh, the governing equations, the boundary conditions, the numerical configuration,
and the parallel configuration. The subsequent section details the verification of the
model by way of a mesh-sensitivity study, a domain-sensitivity study, and a comparison
of different turbulence modelling methods. The CFD model is then validated using the
model described in Section 4, and simulations are presented for three different bridge
decks. The results here are compared with those presented in the wind tunnel test report.
Finally, an assessment is presented on the impact of secondary structures on aerody-
namic coefficients. A flow chart (Figure 1) is presented to demonstrate the procedures of
this study.
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Figure 1. Procedures of the study.

2. The Rose Kennedy Fitzgerald Bridge

The Rose Kennedy Fitzgerald Bridge (Figure 2) serves as a second river crossing to
bypass the town of New Ross, Co. Wexford, Ireland. It is an extrados bridge, i.e., a hybrid
type of the box girder bridge and the cable-stayed bridge. It has a main span of 230 m,
which is the longest extrados bridge with concrete box girder in the world [40]. In addition,
it is currently the longest bridge in Ireland, with a full length of 887 m.
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Figure 2. View of the Rose Fitzgerald Kennedy Bridge.

3. Description of the Wind Tunnel Tests

Given its length, wind effects were considered critical for the Rose Fitzgerald Kennedy
bridge. Wind tunnel tests were performed in the ACLA-16 wind tunnel facility of the
Instituto Universitario de Microgravedad, Spain. Figure 3 shows the cross section of the
wind tunnel facility, which has a dimension of 2.2 m by 2.2 m. The testing chamber has a
length of 20 m, enabling it to create wind flow with a velocity of up to 32 m/s. All wind
tunnel tests in this study were performed in accordance with the wind tunnel practice
guide by ASCE [41].
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Figure 3. Configurations of the wind tunnel: (a) Cross section of the wind tunnel; (b) Bridge model
on the rotational plate [42].

The geometries used in these tests are three sectional bridge deck models with a scale
of 1/50 (Figure 4). As shown in Figure 4, all geometries have the same spanwise length
of 0.72 m and effective width of 0.438 m. The shallow deck (Figure 4a), the medium deck
(Figure 4b), and the deep deck (Figure 4c) have effective depths of 0.07 m, 0.13 m, and
0.17 m, respectively. The selection of the scale is a compromise between two concerns. On
one hand, the smallest detail of the handrails in the model has a thickness 1.5×10−3 m
at the selected scale, and further reducing the scale will make these details difficult to
manufacture. On the other hand, limited by the size of the wind tunnel facility, larger
scales will lead to blockage problems. The models were manufactured using several types
of plywood and medium density fibreboard. This type of artificial wood has transversely
isotropic properties and is widely used in carpentry and model manufacture.
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Figure 4. Dimensions of bridge deck models: (a) Geometry of the shallow deck; (b) Geometry of the medium deck;
(c) Geometry of the deep deck.

Each one of these models was placed on a rotational plate that allowed it to be tested
with a range of angles of attack from −10 degrees to 10 degrees (Figures 5 and 6). These
models and the rotational plate were located in the center of the testing chamber. The
wind velocity was set at 5.9 m/s for all configurations, and turbulence was generated
with an intensity of 15% and a mixing length of 0.68 m. Aerodynamic forces acting on the
deck were measured using a six-component Delta SI 330-30 strain gauge, manufactured
by ATI [42]. Measurements were taken for 60 s at a sampling frequency of 5000 Hz, from
which time-averaged results of drag force (Fx), lift force (Fz), and pitching moment (My)
were calculated. According to EN 1991-1-4 [43], based on these results, dimensionless force
coefficients were calculated using Equations (1)–(3):

CFx =
2Fx

ρU2HL
, (1)

CFz =
2Fz

ρU2BL
, (2)

CMy =
2My

ρU2B2L
, (3)

where CFx , CFz , CMy are drag, lift, and pitching moment coefficients, respectively; ρ is the
density of the air, which is 1.225 kg/m3 that corresponds to the temperature of 15 ◦C; U is
the reference velocity (5.9 m/s); B is the effective width of the section (0.438 m); H is the
depth of the section; and L is the span of the section (0.72 m).
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4. CFD Model
4.1. Geometry

The geometry used in the CFD simulations has the same dimensions of the model used
in the wind tunnel test (Figure 4), including features such as fascia beams and handrails.
The deck was firstly sketched in 2D and then extruded to 3D. Then, secondary structures,
which are sketched as separate 3D solid parts, are attached on the bridge deck. The
model is initially developed for the sectional bridge deck geometry with a depth of 0.13 m,
replicating the same geometry used in the 1:50 scaled wind tunnel test of the medium deck.
The other two geometries are investigated in Section 6. Like the wind tunnel test, there are
21 configurations in the CFD simulations, each of which simulates the bridge deck with a
different angle of attack ranging from −10 degrees to +10 degrees with an increment of 1
degree. The sign convention and the rotated configurations are shown in Figures 5 and 6,
respectively.

4.2. Computational Domain

The computational domain (Figure 7) has a length (l) of 20 m and a depth (d) and a
breadth (b) of 2.2 m, which are the same as that of the wind tunnel. A sensitivity study
with respect to computational domain size has been performed, the results of which
are presented in Section 5.2. Within the computational domain, there are three types of
boundary region. The yellow face (Figure 7) is the inlet, the red face is the outlet, and the
other four faces are defined as no-slip walls. The bridge geometry is placed in the center of
the domain, the surface of which is also considered a no-slip wall.
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4.3. Computational Mesh

The computational mesh used in the simulations was created using OpenFOAM
utilities snappyHexMesh and blockMesh. It is a hybrid mesh containing a structured
background grid and an unstructured hexahedron-dominated mesh in the near-wall region.
As shown in Figure 8a, regional refinement is applied around the bridge geometry with six
levels. There are five buffer layers between two adjacent levels. As shown Figure 8b, eight
layers of cells were placed on the bridge surface to resolve the viscous sublayer, with the
thickness of 5 × 10−4 m; which corresponds to a maximum and mean y+ values of 1.3 and
0.35, respectively, at the bridge surface (Figure 8c). The total mesh contained approximately
35 million cells, depending on the angles of attack.
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4.4. Governing Equations

In the presented CFD model, the flow within the testing domain is assumed to be
incompressible, Newtonian, and statistically steady, with temperature and gravity ef-
fects neglected. The flow is governed by the Reynolds-averaged Navier–Stokes (RANS)
formulation for mass and momentum:

∇ ·U = 0, (4)

∇ · (UU) = ∇ ·
[
νeff

(
∇U + (∇U)T

)]
−∇p, (5)

where U is the time-averaged velocity, p is the time-averaged kinematic pressure (pressure
divided by density), and νeff is the effective kinematic viscosity, which is the summation
of laminar kinematic viscosity (ν) and the turbulent kinematic viscosity (νt). The value
of ν is 1.47 × 10−5 m2/s, which corresponds to air at the temperature of the wind tunnel
testing chamber (15 ◦C). The unknown νt is calculated from the turbulence kinetic energy
(k) and the energy dissipation frequency (ω) using the k-ω SST turbulence model [44]. The
use of the k-ω SST turbulence model has shown good performance in the study of bridge
aerodynamics [27,29,30,45]. In addition, a comparison of different turbulence models is
given in Section 5.3, where νt is calculated from k and the energy dissipation rate (ε) using
the k-ε model and the modified turbulence viscosity ( ν̃ ) using the Spalart–Allmaras
(SAS) model.

4.5. Boundary Conditions

A summary of boundary conditions of the four primary unknowns (U, p, k, andω)
applied at each boundary region is shown in Table 1.
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Table 1. Boundary conditions of simulations based on the k-ω SST model.

Boundary Region Parameter Type Value Unit Surface-Normal Gradient

Inlet

U Dirichlet 5.9 m/s -
p Neumann - m2/s2 0
k Dirichlet 1.17 m2/s2 -
ω Dirichlet 2.9 s−1 -

outlet

U Neumann - m/s 0
p Dirichlet 0 m2/s2 -
k Neumann - m2/s2 0
ω Neumann - s−1 0

wall

U no-slip 0 m/s -
p Neumann - m2/s2 0

k Adaptive wall
function - m2/s2 -

ω
Adaptive wall

function - s−1 -

Boundary conditions at the inlet patch are configured to replicate the inlet turbulence
generated in the wind tunnel tests, where U is set to be the mean wind velocity of the
wind tunnel test (5.9 m/s in x-direction); p is given a Neumann condition; and k andω are
initialized using Equations (6) and (7):

k =
3
2
(UI)2, (6)

ω = 0.09−
1
4

√
k

l
, (7)

where I is the turbulence intensity (15%); and l is the mixing length (0.68 m), as defined
in the wind tunnel tests. All wall regions are no-slip walls, where k andω are configured
with adaptive wall functions built in OpenFOAM, which can switch between near-wall
strategies of high and low Reynolds number based on the y+ value.

4.6. Numerical Configuration

In this study, all RANS simulations employ the SIMPLE algorithm [46] to perform
the pressure–velocity coupling (simpleFoam solver in OpenFOAM-v6). All terms in the
RANS equations are discretized using the nominally second-order cell-centered finite
volume method [47], where gradient and Laplacian terms are discretized using Gaussian
integration with linear interpolation. Convection/advection terms are discretized using
a second-order accurate linear-upwind scheme. A summary of linear solvers used in the
solutions is presented in Table 2.

Table 2. A summary of linear solvers.

Parameter Linear Solver Solving Tolerance

p Preconditioned conjugate gradient [48] 1 × 10−11

U, k,ω, ε, ν̃ Preconditioned bi-conjugate gradient [49] 1 × 10−11

In addition to RANS simulations, detached-eddy simulations (DESs) are performed for
the comparison of different turbulence modelling methods. The DES is a hybrid of the large-
eddy simulation (LES) and the RANS simulation that resolves large-scaled vortices in the
freestream region as in LESs and model the eddies in the near-wall region, as in the RANS
simulation. The DES provides more accurate solutions than using RANS simulations and is
computationally more affordable than performing LESs. In this study, spatial schemes and
linear solvers of the DESs remain identical to those in the RANS simulations. The Euler
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implicit scheme is used for the time discretization. The PIMPLE algorithm is employed,
which is a hybrid of the SIMPLE algorithm and the PISO algorithm [50]. Here, the time
step is initialized with a value of 5 × 10−7 s. The actual time step after the first iteration is
gradually increased until the maximum Courant number reaches 4, leading to an average
time step of 1×10−5 s. The transient simulations require significantly more computational
power than steady-state simulations. Therefore, only four configurations of the bridge
deck model are simulated: −10◦, −5◦, 5◦, and 10◦. It took approximately 500 h on 128 CPU
cores to run each of these simulations.

4.7. Parallel Configuration

All simulations in this study are performed in parallel on the Irish Centre for High-End
Computing (ICHEC) Kay server (Intel Xeon Gold 6148 processors running at 2.4 GHz).
To assess the parallel efficiency of the method, the simulation is run for 6000 iterations
with different numbers of CPU cores. The computational mesh was decomposed using
the SCOTCH algorithm [51]. Results of this parallel strong scaling test are given in Table 3,
based on which, the simulation time and simulation speed-up are plotted in Figure 9a,b,
respectively.

Table 3. Results of the strong scalability test of a case with 31 million cells.

Number of CPU Cores Wall-Clock Time (In h) Speed-Up Cells Per CPU Core

1 965.28 (estimated) - 33,189,094
16 60.33 16 1,937,500
32 35.88 26.903 968,750
64 16.31 59.172 484,375

128 7.84 123.023 242,188
256 3.61 267.175 121,094
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In Figure 9a, the simulation time is shown to reduce from over one month (965 h)
on 1 CPU core to 3.6 h when performed on 256 cores. This information is presented in
terms of speed-up in Figure 8b. Ideally, the simulation should scale linearly, i.e., using
64 CPU cores should speed up the simulation 64 times. However, Figure 9b shows that
using 64 or fewer cores does not reach the idealized speed-up rate. In contrast, the model
shows a super-linear parallel speed-up, where using 256 cores speeds up the simulation
by a factor of 267 versus using 1 CPU core. This can be explained by the cache effects [52].
Similar super-linear parallel efficiency was also seen in simulations using the OpenFOAM
software by Cardiff et al. [53]. In addition, although using 256 cores will further speed
up the simulation, the queueing time on the server will be significantly longer, and so the
maximum number of CPU cores used in the current study is 128.
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5. Verification of the CFD Models
5.1. Mesh Sensitivity Analysis

The quality of the computational mesh has significant impact on the results of numeri-
cal simulations. An infinitely dense mesh will lead to a solution with no mesh/discretization
errors; however, it is impossible to achieve due to the limits of computational power. It is
practical to stop the mesh refinement where the mesh errors are sufficiently small, accord-
ing to a mesh sensitivity analysis. In this study, five different meshes are compared. Details
of meshes No.1 to No.5 in the region close the bridge surface are shown in Figures 10–14,
respectively.
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As shown in Figures 10 and 11, the meshes No.1 and No.2 have the same structured
grid, in which cells are cubic with a length of 0.1 m. Based on the structured grid, mesh
No.1 is refined by five levels, making the average length of the smallest cells approximately
3 × 10−3 m, while mesh number No.2 is refined by six levels, leading to an average thick-
ness of the smallest cells approximately 1.5 × 10−3 m. Meshes No.3 (Figure 12) and No.4
(Figure 13) apply a finer structured grid with 0.05 m-long cubic cells, based on which, both
meshes are refined by six levels towards the bridge surface. The smallest cell thickness of
Mesh No.3 is approximately 8 × 10−4 m at the bridge surface. However, in mesh No.4,
extra boundary cells of eight layers are added at the bridge surface, leading to an average
wall thickness of approximately 5 × 10−4 m. Mesh No.5 (Figure 14) has a further refined
structured grid, where cells within the background mesh have a length of 0.03 m. Identical
refinement and boundary schemes of mesh No.4 are applied to mesh No.5, leading to
an average wall thickness of approximately 6 × 10−5 m. Each of the above five meshes
are applied with three rotational configurations of the bridge deck geometry (−10◦, 0◦,
and +10◦). Each angle configuration results in a slightly different total cell count while
still using the same mesh (Table 4). In this mesh sensitivity study, the full-length (20 m)
computational domain, the turbulence model (k-ω SST), and the boundary conditions are
kept the same for each simulation.

Table 4. Cell count of the five mesh schemes.

Configurations Cell Count of
Mesh No.1

Cell Count of
Mesh No.2

Cell Count of
Mesh No.3

Cell Count of
Mesh No.4

Cell Count of
Mesh No.5

−10◦ 452,138 1,962,324 14,607,636 33,242,170 85,922,392
0◦ 454,144 1,973,227 14,575,020 33,189,094 86,008,513
10◦ 448,144 1,972,355 14,608,860 33,227,289 86,441,092

Figure 15a demonstrates the average dimensionless wall thickness (y+) at the bridge
surface for each mesh configuration. Figure 15b shows the clock time for each simulation.
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As the mesh density increases, the required computational time increases, as expected. The
clock time of simulations with mesh No.5 is almost three times of that using mesh No.4.
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Results of aerodynamic coefficients (lift, drag, and moment) based on the five meshes
are plotted over average cell sizes at the bridge surface in Figure 16. In general, the
values tend to convergence for the finer meshes. Results of simulations using mesh No.1
have significant differences to results of simulations using mesh No.2. In the calculation
of the lift coefficient for the 10-degree configuration, the difference between results for
mesh No.1 and mesh No.2 has a relative difference of over 20%. It can also be found that
there are oscillations within the plot. The largest oscillation occurs in Figure 16c, where a
relative difference of 7% was found for the −10-degree configuration moment coefficient
between mesh No.3 and mesh No.4. Similarly, in Figure 16a, mesh No.3 has a deviated
drag coefficient value for the configuration of −10 degrees. However, that only leads to
a relative error of 4% compared to the corresponding result of mesh No.3. For all three
aerodynamic coefficients, there is no appreciable change in results between using mesh
No.4 and mesh No.5. Considering this, along with the computational cost of finer meshes,
mesh No.4 is considered to be the appropriate mesh for use in this study.
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5.2. Domain Sensitivity Study

When replicating wind tunnel tests using CFD simulations, using a smaller computa-
tional domain can reduce the cell count in the mesh, thereby saving on the computational
power. However, the use of smaller computational domains might lead to a loss of fidelity
in the simulation. To determine the effect of domain sizes on the numerical results, a



CivilEng 2021, 2 1078

domain sensitivity study is conducted. Four different domain sizes are considered, each of
which has the same cross section of 2.2 m by 2.2 m but has a different length (Figure 17).
The full domain has a length of 20 m to replicate the wind tunnel facility, and the half
domain, quarter domain, and one-eighth domain have lengths of 10 m, 5 m, and 2.5 m,
respectively.
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These domains are applied in all 21 configurations. The results (Figure 18) show that 
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These domains are applied in all 21 configurations. The results (Figure 18) show that
the length of domain has a moderate effect on cases with small angles of attack but will
significantly influence cases with large angles of attack. In general, as the domain length
increases, the results of drag and moment coefficients decrease, while the results of lift
coefficients increase. In Figure 18a, the drag coefficients of cases with an angle of attack
from 1 degree to 10 degrees are nearly independent from the domain length except for
results derived from the one-eighth domain length. Additionally, it can be found that as the
angle of attack decreases from 0 degrees to −10 degrees, the difference in drag coefficients
is amplified. In Figure 18b, the difference in lift coefficients of various angles of attack is
almost constant among cases with various domain sizes. In Figure 18c, moment coefficients
of cases with an angle of attack from −10 degrees to 3 degrees are almost independent
of the domain length, while moment coefficients of the remaining configurations show
a strong dependence on the domain length. Therefore, in order to eliminate the effect of
domain length on aerodynamic coefficients, the full-length domain is used in the model to
replicate the corresponding wind tunnel tests.
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5.3. Sensitivity to Selection of Turbulence Model

The use of RANS formulations makes complex CFD studies computationally afford-
able at the expense of introducing an extra unknown to be modelled: the Reynolds stress.
Currently, two types of models are available to solve this, eddy-viscosity models and the
Reynolds stress model. Although the Reynolds stress model is commonly accepted to
offer a more accurate estimation of flow separation and the development of vortices, it
requires significantly more computational power than eddy-viscosity models. The main
reason for this is that eddy-viscosity models normally contain one or two scalar transport
equations, whereas computing the 3D Reynolds stress tensor using the Reynolds stress
model requires the solution of at least six scalar transport equations. In this study, as the
focus is on the calculation of time-averaged aerodynamic coefficients, and the detailed
information of vortices is not of interest, eddy-viscosity models are used. The three most
commonly used eddy viscosity models are examined in this study, namely the standard k-ε
turbulence model [54], the Spalart–Allmaras (SAS) model [55], and the standard k-ω SST
turbulence model [44]. These models were applied in all 21 configurations using mesh No.4.
Simulations using the standard k-εmodel and the SAS model adopt the identical boundary
conditions of U and p in Table 1. Boundary conditions for k, ε and ν̃ are summarized in
Table 5.

Table 5. Boundary conditions of k, ε and ν̃ .

Boundary Region k, (In the k-εModel) ε, (In the k-εModel) ν̃ (In the SAS Model)

inlet Dirichlet (1.17 m2/s2) Dirichlet (0.56 m2/s3) Dirichlet (0.74 m2/s)

outlet
Neumann with zero

surface-normal
gradient

Neumann with zero
surface-normal

gradient

Neumann with zero
surface-normal

gradient
wall adaptive wall function adaptive wall function adaptive wall function

As shown in Table 4, k, ε, and ν̃ are all configured with Dirichlet conditions at the
inlet, where the initial values are calculated using Equations (6), (8) and (9), respectively:

ε = 0.0675
k1.5

l
, (8)

ν̃ =
√

1.5UIl (9)

Similar to the configuration for simulations using the k-ω SST turbulence model,
all wall regions are no-slip walls, where k, ε, and ν̃ are configured with adaptive wall
functions. Additionally, DES simulations were performed using the k-ω SST turbulence
model in the near-wall region. Boundary conditions of the DES simulations were identical
to RANS simulations with the k-ω SST model. Results derived from RANS simulations
using three different turbulence models are compared to the time-averaged values of results
determined in DES simulations as shown in Figure 18. In general, results from simulations
using the k-ε model vary considerably from the other three sets of results. As shown in
Figure 19a, the drag coefficients derived from RANS simulations with the k-ω SST model
and SAS model are in a good agreement with the DES results. The k-ω SST model and
the SAS model show maximum relative differences of 2.1% and 8.2%, respectively, to the
DES results of drag coefficients. The drag coefficients predicted by the k-ε model are
approximately 25% larger than the DES results. In Figure 19b, lift coefficients derived
from simulations based on the k-εmodel show an almost linear correlation with the angle
of attack. Such correlations are not seen in the other three sets of data. The variation
between results from the SAS model and the k-ω SST model is notably small at large
angles of attack. However, such variations tend to increase as the angle of attack decreases
toward zero degrees. The k-ω SST model provides the closest results of lift coefficients
to the time-averaged DES results, with a maximum relative difference of 8.5%, whereas
maximum relative differences in the lift coefficients predicted by the k-εmodel and the SAS
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model are 27.6% and 50.7%, respectively. As shown in Figure 19c, the SAS model predicts
the largest moment coefficients among the three models, while the k-εmodel predicts the
smallest moment coefficients, except where the angle of attack ranges from 5 degrees to
10 degrees. Compared to the limited samples from DES simulations, the k-ω SST model
gives the closest results, except for an angle of attach of 5 degrees. The difference in the
results derived by the SAS model and the k-ω SST model is relatively small, where angle
of attack has negative values. This difference tends to increase as the positive angle of
attack increases. Both the SAS model and the k-ω SST model show that the largest moment
coefficient occurs at a positive angle of attack that is smaller than 10 degrees, while the
k-ε model shows that the largest moment coefficients is with the largest positive angle
of attack.
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coefficients; (c) Moment coefficients.

Findings are twofold from the above comparison of aerodynamic coefficients derived
from simulations applying different turbulence models. Firstly, results from the RANS
simulations with the k-ε model are significantly different from other results. Potential
explanations for the poor performance of the k-ε model might be its overestimation of
the reattachment length behind the bluff body [56] and the excessive turbulent kinematic
energy it determines at the boundary layer [57]. Secondly, the SAS model and the k-ω SST
model determine close results in the estimation of drag coefficients and the estimation of
moment coefficients with negative angles of attack; however, the k-ω SST model derives
overall the closest results to the mean value of DES results. Therefore, the k-ω SST model
has been adopted by the authors here.

6. Validation of the CFD Models

The results from Section 5 demonstrate that the CFD model with the use of the full-
length domain, the k-ω SST turbulence model, and mesh No.4 can provide predictions of
time-averaged aerodynamic coefficients for the medium bridge deck with reasonably small
numerical errors and an affordable computational power. To assess the robustness of the
CFD modelling approach, it is then applied to the other two bridge deck geometries shown
in Figure 4. These two bridge decks, the shallow deck and the deep deck, representing other
sections of the bridge (the depth profile for the bridge varies over the length of the bridge),
were also considered in the wind tunnel tests of the Rose Fitzgerald Kennedy bridge. All
geometries are simulated in the full-length domain with 21 rotational configurations using
Mesh No.4 and the k-ω SST turbulence model. For the purposes of validation, these results
are then compared with the corresponding results from the wind tunnel test report. The
results are shown in Figures 20–22.
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Figure 20. Drag coefficients of different bridge decks: (a) the shallow deck; (b) the medium deck; (c) the deep deck.

As shown in Figure 20, drag coefficients determined by wind tunnel tests have a
moderately larger value than the numerical results, except for cases with large angle of
attack (5 degrees to 10 degrees) of the medium deck in Figure 20b. Maximum relative
differences of numerical results to wind tunnel results are 26.8% at the angle of attack of
+10 degrees for the shallow deck (Figure 20a), 29.6% at the angle of attack of −7 degrees
for the medium deck (Figure 20b), and 25.6% at the angle of attack of −9 degrees for the
deep deck (Figure 20c). In a study by Han et al. [58], a relative difference of approximately
30% at the angle of attack of 3 degrees can be found in the comparison of numerical and
experimental results. It is also worth mentioning that the difference between numerical
and experimental results of the drag coefficients increased as the angle of attack increased,
which indicates that larger discrepancies (over 30%) might be found for further increases
in angle of attack.

It is also found that differences between wind tunnel results and numerical results in
cases of the shallow deck show a strong correlation to the angle of attack: the difference
decreases as the negative angle of attack increases; the difference increases as the positive
angle of attack increases. Such correlation does not exist in the cases of the medium deck
and the deep deck. Instead, differences between wind tunnel results and experimental
results of the deep deck are almost constant, with a value of approximately 0.5. Additionally,
the plot of wind tunnel results of the medium deck shows a significantly different shape as
to the plot of the wind tunnel results of the shallow and deep decks, whereas the plot of
numerical results derived from the CFD model show good consistency.
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Figure 21 shows that the lift coefficients derived from numerical results are partially in
good agreement with the wind tunnel results. In Figure 21a, lift coefficients of the shallow
deck predicted by the CFD model have an average 20% relative difference with respect
to the wind tunnel results where angle of attack ranges from +5 degrees to +9 degrees,
whereas for other configurations of angle of attack, the average relative difference is
approximately 60%. For lift coefficients of the medium deck (Figure 21b), numerical results
agree well with those calculated from wind tunnel results within the range angle of attack
from +2 degrees to +10 degrees, where the maximum relative difference is below 30%.
For other configurations of angle of attack in Figure 21b, the average relative difference
is approximately 70%. However, it is interesting to find that lift coefficients of the deep
deck predicted by the numerical method and wind tunnel tests reach reasonably good
agreement for most configurations of angle of attack: −6 degrees to +10 degrees. Within
this range, the largest relative difference between wind tunnel results and numerical results
is only 17% at −6 degrees, and most cases have a relative difference of less than 10%.
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As shown in Figure 22, the moment coefficients calculated from wind tunnel results
are mostly larger than those predicted by the CFD model, except for the shallow deck
at a range of angle of attack from −10 degrees to −5 degrees. In general, the shape of
moment coefficients plot from wind tunnel results and numerical results agree with each
other. For instance, wind tunnel tests and the CFD model predict the same zero-moment
angle of attack of approximately −4 degrees for the shallow deck. Additionally, wind
tunnel tests and the CFD model both predict that angles of attack correspond to maximum
moment coefficients of the medium and deep decks are within the range of +2 degrees to
+4 degrees. However, the relative difference between wind tunnel results and numerical
results of moment coefficients are notably large. For moment coefficients of the shallow
deck (Figure 22a), the maximum relative difference between numerical results and wind
tunnel results occurs at an angle of attack of −5 degrees with a value of 73.7%. For moment
coefficients of the medium deck (Figure 22b), the maximum relative difference between
numerical results and wind tunnel results occurs at the angle of attack of −2 degrees, with
a value of 40.6%. As for the deep deck, wind tunnel results of moment coefficients are
significantly larger than numerical results and have an almost constant relative difference
of approximately 70%. In addition, it is worth noticing that the differences in moment
coefficients show some similarity to the differences in drag coefficients, which indicates that
the drag coefficients might have some effects on the moment coefficients. This phenomenon
might result from the coupling effect between wind flows in the spanwise direction and in
the cross-sectional direction but should be further investigated in future studies.

In general, there is a good agreement between the numerical results and the wind
tunnel test results of aerodynamic coefficients for the three different bridge decks. However,
discrepancies are also found within comparisons, which might be explained from three
aspects. Firstly, at a large angle of attack, the blockage ratio of all three bridge decks in the
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wind tunnel facility can reach a value of approximately 3%. Additionally, aspect ratios of
the shallow deck, the medium deck, and the deep deck are 5.43, 3.37, and 2.58, respectively,
although blockage ratios of these decks do not exceed 5%, which is a recommended
maximum threshold value for not applying mathematical modifications on results [59].
According to Takeda and Kato [60], aerodynamic coefficients of slender sections, with an
aspect ratio of lower than 5, are more sensitive to the blockage ratio in wind tunnel tests
than other sections. Given that discrepancies in this study mainly correspond to large
angle of attack, it can be inferred that the blockage ratio might have influenced the wind
tunnel results on aerodynamic coefficients of the shallow deck section with a magnitude of
angle of attack larger than 5 degrees. Secondly, in wind tunnel tests of the three sections,
a side plate and rotational plate is installed at each end of the bridge geometry, whereas
the CFD model does not include such structures. According to Kubo et al. [61], side
plates can have large effect on aerodynamic coefficients determined from wind tunnels.
Additionally, they suggested that the side plate effect might be amplified with the use of
slender sections and large blockage ratios. Furthermore, the presence of sensors in the
wind tunnel is not included in the CFD model and might contribute to discrepancies in the
comparison since the sensors can potentially interfere with the flow field around the bridge
deck. The discrepancies in the comparisons between numerical results and experimental
results are mainly in lift and moment coefficients, which was also seen in studies by others.
Jeong et al. [38] found that they had differences of up to 57% and 31% in their lift and
moment coefficients, respectively, when comparing CFD results with experimental results.
Similarly, in the study by Jiang et al. [62], a relative difference of 50% was seen in the
comparison of moment coefficients determined from numerical and experimental results.
Interestingly, both Jeong et al. [38] and Jiang et al. [62] achieved good agreement between
experimental and numerical results in terms of the drag coefficients, where the largest
relative differences were approximately 14% and 18%, respectively, and perhaps deserves
further investigation.

7. Assessing the Impact of Including Secondary Structures
7.1. Fascia Beams

Three types of fascia beam were considered in the design phase of the Rose Fitzgerald
Kennedy bridge; a vertical fascia beam (Figure 23a), an inclined fascia beam (Figure 23b),
and a curved fascia beam (Figure 23c). Locations of these fascia beams are shown in
Figure 23d.
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Figure 23. Fascia beams considered in the design: (a) Vertical fascia beam; (b) Inclined fascia beam; (c) Curved fascia beam;
(d) Locations of fascia beams on the deck.



CivilEng 2021, 2 1084

Each of the three fascia beams were modelled on each of the three deck depths
to assess their impact on the aerodynamic coefficient. Figures 24–26 illustrates these
results, including a comparison with the aerodynamic coefficients, where no fascia beams
were included.
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Figure 24. Change in drag coefficient for each fascia beam for the (a) shallow deck, (b) medium deck, and (c) deep deck. 

 

Figure 25. Change in lift coefficient for each fascia beam for the (a) shallow deck, (b) medium deck, and (c) deep deck. 

 

Figure 26. Change in moment coefficients for each fascia beam for the (a) shallow deck, (b) medium deck, and (c) deep 

deck. 

Figure 24. Change in drag coefficient for each fascia beam for the (a) shallow deck, (b) medium deck, and (c) deep deck.
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The presence of fascia beam leads to a considerable increase in the magnitude of drag
coefficients for each of the three decks (Figure 24). The curved fascia beam resulted in the
largest drag coefficients, with increases from 18.1% to 44.9% for the shallow deck, 7.1%
to 18.6% for the medium deck, and 3.3% to 16.9% for the deep deck compared with the
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deck with no fascia included. Interestingly, the increases in drag coefficients between the
curved fascia beam and the inclined fascia beam are relatively small, with largest relative
differences of 5.3%, 3.7%, and 2.9% for the shallow, medium, and deep decks, respectively.
This demonstrates that once the fascia beam has been included in wind assessment, the
choice of fascia beam is of lesser impact. The vertical fascia beam leads to the smallest
increase in the magnitude of drag coefficients. Compared to bridge decks without any
secondary structures, drag coefficients of the shallow, medium, and deep decks with the
curved fascia beam are 0.005% to 18.6%, 0.6% to 9.5%, and 5.4% to 9.2% larger, respectively.

The presence of fascia beams also has appreciable effects on the lift coefficients (Figure
25). For the shallow deck with positive angles of attack, lift coefficients are reduced by
31.5% to 53.9% with the vertical and inclined fascia beams, respectively. The differences
between the inclined fascia beam and the curved fascia beam are negligible (Figure 25a).
For negative angles of attack, the lift coefficients for bridge decks with fascia beams are up
to 126.8% larger. Lift coefficients for the medium and deep decks with fascia beams are
smaller in magnitude compared to decks without fascia beams. Exceptions are found in
configurations of large positive angles of attack. For the medium deck with the curved
fascia beam at an angle of attack of 10 degrees, the lift coefficient is 20.9% larger compared
to the medium deck without fascia beams. The lift coefficient is 46.1% larger in deep decks
with curved fascia beam than in deep decks without fascia beams at an angle of attack of
10 degrees.

Differences in moment coefficients of the shallow deck caused by the presence of
fascia beams are relatively small (Figure 26), whereas the medium and deep decks have
larger moment coefficients. The curved fascia beam leads to the largest increase in moment
coefficients for the medium and deep decks at an angle of attack of −10 degrees, by 217.9%
and 312.8%, respectively. Overall, the vertical fascia beam resulted in the least change in
aerodynamic coefficients when compared to the other options. In the final design of the
Rose Fitzgerald, the vertical fascia beam was selected due to its simplicity to manufacture.

7.2. Handrails

Handrails (Figure 27a) were then included in the model with the vertical fascia beam
to assess their impact on the aerodynamic coefficients of bridge decks. Locations of these
handrails are shown in Figure 27b.
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Figure 27. Handrails of the bridge deck: (a) Dimensions of handrails; (b) Locations of handrails on the shallow deck with
vertical fascia beams.

Aerodynamic coefficients of bridge decks with handrails are shown in Figures 28–30.
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As shown in Figure 28, the presence of the handrails has an appreciable effect on
increasing drag coefficients of all three decks. Compared to bridge decks with vertical
fascia beams, drag coefficients of the shallow, medium, and deep decks with vertical
fascia beams and handrails increased by 6.3% to 13.4%, 2.3% to 5.1%, and 2.5% to 3.8%,
respectively. Compared to bridge decks without any secondary structures, drag coefficients
of the shallow, medium, and deep decks with vertical fascia beams and handrails increased
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by 10.4% to 32%, 4.9% to 15.2%, and 7.9% to 13.4%, respectively. Interestingly, the effect
of handrails on lift coefficients (Figure 29) of the three decks is negligible for cases with
negative angles of attack. For cases with positive angles of attack, the installation of
handrails appears to reduce the lift coefficients. Compared to bridge decks without any
secondary structures, the largest reduction in lift coefficients of the shallow, medium, and
deep decks are 94.3%, 76.2%, and 37.4%, respectively. As shown in Figure 30a, the presence
of handrails provides a stabilizing effect on the shallow deck with vertical fascia beams,
where magnitudes of moment coefficients are reduced by 2.5% to 52.2%. This stabilizing
effect is also seen in the moment coefficients of medium (Figure 30b) and deep decks
(Figure 30c), where maximum reductions in moment coefficients are 16.3% and 18.2%,
respectively.

This analysis demonstrates that fascia beams and handrails have a substantial effect
on aerodynamic coefficients. Fascia beams significantly increased the drag coefficients,
particularly for shallower bridge decks. The inclusion of fascia beams was shown to reduce
lift and moment coefficients, especially at large angles of attack. Similarly, the presence of
handrails was also shown to increase drag coefficients of bridge decks. They also consid-
erably reduced lift coefficients at large angles of attack and provided bridge decks with a
stabilizing effect. Overall, the neglection of fascia beams in simulations can significantly un-
derestimate drag coefficients and overestimate lift and moment coefficients. Therefore, the
inclusion of secondary structures in CFD simulations to evaluate aerodynamic performance
of bridge decks at service stage is essential.

8. Conclusions

In this paper, a 3D CFD model of the bridge deck of the Rose Fitzgerald Kennedy
Bridge has been developed. Sensitivity studies of the mesh, the domain, and the turbulence
modelling approach have been conducted to verify the numerical solutions. Through
these sensitivity studies, it is found that these factors have significant influence on the
simulation results. In particular, it is found that the attempt to save on computational
power by reducing the length of domain will lead to results that are notably different
from results calculated using a full-length domain. It has also been found that there are
significant differences between results of simulations with the k-ε turbulence model and
other models. RANS simulations with the k-ω SST model can deliver results that agree
well with DES results and are over 60 times faster than DES. To validate the model, time-
averaged aerodynamic coefficients of three different bridge decks are determined using the
model and have shown a general agreement with those derived from corresponding wind
tunnel tests. However, some discrepancies exist in the comparison of numerical results and
wind tunnel results, which might be attributed to blockage ratios at large angle of attack,
combined effect of blockage ratios and the side plate effect, and the sensor interference
in wind tunnel tests, which deserve further investigation. The model has been applied
to study the effect of secondary structures, namely fascia beams and handrails, on the
aerodynamic coefficients of the selected three bridge decks. It has been found that these
secondary structures significantly increase drag coefficients (up to 32%) and reduce lift
coefficients (up to 94.3%) and moment coefficients (up to 52.2%), which demonstrates the
importance of taking these into account when evaluating the aerodynamic performance of
bridge decks in-service.
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