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Abstract

:

In this study, the early age thermal properties of a concrete mix containing ground granulated blast furnace slag (GGBFS) were investigated and incorporated in a finite-element model. A two-term exponential degree of hydration function was proposed to better capture the early age behavior. An FEM program (ABAQUS) was used to predict the temperature time-history of three 1.2-m (4-ft) cubes cast with a mix design containing 50% replacement of the cement by weight with GGBFS. The FEM predictions match well with the experimental temperature measurements. Results show that using the measurements of the thermal properties, an accurate estimation of the temperature difference can be obtained for a concrete mix containing GGBFS, and engineers can use the estimated temperature difference to take preventative measures to minimize the risk of thermal cracking.
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1. Introduction


The chemical reaction of cement with water is an exothermal reaction that releases a large amount of heat. The generated heat is often called the heat of hydration and depends on the chemical composition and cement quantity. In large concrete structures, due to concrete’s low thermal conductivity, the interior temperature rise can approach the adiabatic temperature rise. The high temperatures can lead to delayed ettringite formation (DEF) and reduce the concrete’s strength and durability [1]. Furthermore, the surface of the concrete losses heat to the environment and cools rapidly. This phenomenon causes thermal gradients inside the structure. As the interior of the concrete attempts to expand, the exterior provides an internal restraint and causes thermal stresses at the surface. The thermal stresses are directly correlated to the temperature time history of the structure. Riding et al. reviewed the PCA, Schmidt, and ACI 207.2R methods to predict the temperature distribution in mass concrete structures [1]. They found that the PCA and ACI 207.R methods provided poor predictions. More recently, finite-element and finite-difference have been used to predict the temperature development of mass concrete structures by modeling the heat generation measured in adiabatic or isothermal conditions [2,3,4,5,6,7,8,9,10,11,12,13,14,15].



Commercial finite-element programs, such as DIANA, ANSYS and ABAQUS have been used to predict the temperature distribution of large concrete structures. Wu et al. (2011) used ANSYS to complete a parametric study of a concrete culvert [13]. Lin and Chen (2015) used ABAQUS to predict the temperature distribution of 1.2-m (4-ft) cubes cast with an ordinary Portland cement mix [9]. Do (2015) modeled concrete footers of different dimensions using DIANA and performed a parametric study [6]. Similarly, Lawrence et al. (2012) modeled the temperature distribution of concrete blocks using DIANA [8]. Recently, the early age heat of hydration and thermal properties of concrete mixes with ground-granulated blast furnace slag (GGBFS) have been studied extensively [16,17]. Typically, the heat of hydration of the binder is measured and simulated with analytical models. Analytical models originally proposed for binders with Portland cement have been adopted by researchers for concrete with GGBFS. Saeed et al. modeled the temperature profile of concrete blocks with only Portland cement and with 70% GGBFS replacement [10]; the GGBFS FEM predictions had a larger error compared to experimental measurements especially at an early age. Since the prediction of the temperature time history is directly related to the estimation of a structure’s cracking risk, it must be predicted accurately. Thus, this article proposes a better analytical model to simulate the heat of hydration of concrete containing GGBFS replacement, and therefore, increasing the accuracy of the temperature predictions.



In this study, the early age thermal properties of a mix containing 50% GGBFS was investigated and a methodology was developed to model its thermal properties. Afterwards the modeled thermal properties were incorporated into a finite-element program. Then, the temperature predictions were compared to experimental temperature measurements in 1.2-m (4-ft) concrete cubes. The temperature predictions were used in a stress analysis and will be described in a companion publication.




2. Thermal Analysis


The governing equation for a 3D heat transfer problem can be expressed as:


       ∂ 2  T   ∂  x 2      +      ∂ 2  T   ∂  y 2      +      ∂ 2  T   ∂  z 2      +    q V   k  =   ρ  c p   k    ∂ T   ∂ t    



(1)




where T is the temperature (Kelvin, K), x, y and z are the coordinates, t is time, k is the thermal conductivity (   W  m   K    ), cp is the specific heat (   J  k g   K    ) and qv is the volumetric heat generation rate (W/m3).



For concrete, the complexity of the problem increases because the thermal conductivity, specific heat, and heat generation rate depend on the concrete’s maturity. Therefore, these properties must be expressed in terms of the degree of hydration. In this study, ABAQUS, a commercially available finite element software was used to solve for the concrete’s temperature distribution using user-defined subroutines. In the user-defined subroutines, the thermal conductivity, specific heat, and heat generation rate of the concrete were defined using a degree of hydration dependent functions.



The thermal energy released during the hydration process of the cementitious material with water depends on many factors such as the cementitious material’s chemical composition, mix proportions, and the concrete’s temperature-time history. The total cementitious content is the combination of the Portland cement and supplementary material such as GGBFS in the concrete mix. The heat generation rate is non-uniform and location dependent since the temperature varies within a large concrete structure. The total heat,   H    t e     , can be described mathematically using the degree of hydration,   α    t e     , in terms of the equivalent age as shown in Equation (2). The degree of hydration is defined as the fraction of cement that has already hydrated and can be related to the heat release [13,18]. The equivalent age,    t e   , depends on the temperature-time history of the concrete [19],    T c   t   , and can be calculated using Equation (3). Then, the heat generation rate at any given equivalent age,    q v     t e     , can be found by taking the equivalent time derivative of Equation (2). The heat generation rate in equivalent age can then be converted to the actual time by multiplying by the time derivative of Equation (3). The heat generation rate in actual time,    q v   t   , can then be expressed with Equation (4).


  H    t e    =  H u   W  c e m   α    t e     



(2)






   t e  =   ∫  0 t   e     E a   R     1   T  R e f     −  1   T c   t        d t  



(3)






   q v   t  =   d H    t e      d  t e    *   d  t e    d t   =  H u   W  c e m     d α    t e      d  t e     e     E a   R     1   T  R e f     −  1   T c   t         



(4)




where    H u    is the ultimate heat release (J/kg),    W  c e m     is the total cementitious content (kg/m3),    E a    is the activation energy of the binder (J/mol),    T  R e f     is the reference temperature (  296   K )   and  R  is the gas constant (  8.314  J  m o l   K    ).



Many researchers use one exponential term to mathematically describe the degree of hydration of concrete with Portland cement and blended binders [11,13,18,19,20,21,22]; however, the hydration of GGBFS with Portland cement produces an extra peak in the heat generation [21,23,24,25] and therefore a two-term exponential degree of hydration function, Equation (5), is needed to accurately capture the hydration behavior of the cement and slag binder. The coefficients    α u 1    and    α u 2    are the magnitude of each term and their sum is the ultimate degree of hydration of the entire cementitious binder,    α u 1  +  α u 2  =  α u T   . The parameters    τ 1   ,    β 1   ,    τ 2    and    β 2    control the shape of the degree of hydration and can be fitted using experimentally measured heat from isothermal or adiabatic tests. After taking the equivalent time derivative of Equation (5), the heat generation rate,    q v   t   , can be expressed as Equation (6). The heat generation rate serves as the thermal loading in the thermal analysis of the concrete structure. The non-uniform heat rate was included in ABAQUS through a user subroutine called ‘DFLUX’. In the subroutine, the equivalent age of each element was calculated using the temperature-time history. Then, Equation (6) was used to calculate the thermal loading for each element and given to ABAQUS as a body heat flux at every time step.


  α    t e    =  α u 1   e  −        τ 1     t e         β 1        +  α u 2   e  −        τ 2     t e         β 2         



(5)






   q v   t  =    H u   W  c e m      t e       β 1         τ 1     t e         β 1     α u 1   e  −        τ 1     t e         β 1        +  β 2         τ 2     t e         β 2     α u 2   e  −        τ 2     t e         β 2           e     E a   R     1   T  R e f     −  1   T c   t         



(6)







The ultimate degree of hydration of the binder can be calculated using Equation (7) [22] which considers the influence of GGBFS, fly ash, and water to the cementitious ratio (  w / c m  ). The ultimate degree of hydration of Portland cement developed by Mills [26] was modified using multivariable regression analysis to incorporate the presence of supplementary cementitious materials in the mix.


   ∝ u T  =   1.031    w  c m       0.194 +  w  c m     + 0.50  p  F A   + 0.30  p  G G B F S    



(7)







The ultimate heat of the binder,    H u   , can be found by adding the ultimate heat release of the Portland cement and GGBFS. Bogue’s equation, Equation (8), uses the chemical composition of the Portland cement to estimate its ultimate heat,    H  c e m    . Later, Schindler and Folliard proposed Equation (9) to calculate the ultimate heat for a binder containing GGBFS, fly ash, and silica fume [22]. In their equation, the ultimate heat release of the GGBFS was assumed to be 461 J/g and 550 J/g for Grade 100 GGBFS and Grade 120 GGBFS, respectively. Maekawa et al. also used an ultimate heat release of 461 J/g for GGBFS [27].


   H  c e m   = 500  P   C 3  S   + 260  P   C 2  S   + 866  P   C 3  A   + 420  P   C 4  A F   + 624  P  S  O 3    + 1186  P  f r e e C a O   + 850  P  M g O    



(8)






   H u  =  H  c e m    p  c e m   + 461  p  G G B F S − 100   + 550  p  G G B F S − 120   + 1800  p  F A − C a O    p  F A   + 330  p  S F    



(9)




where    P   C 3  S    ,    P   C 2  S    ,    P   C 3  A    ,    P   C 4  A F    ,    P  S  O 3     ,    P  f r e e C a O     and    P  M g O     are the mass proportions of cement chemical compounds,   S  O 3   , free   C a O   and   M g O   in Portland cement,    p  c e m     is the percentage of cement,    p  G G B F S − 100     is the percentage of Grade 100 GGBFS,    p  G G B F S − 120     is the percentage of Grade 120 GGBFS,    p  F A − C a O     is the percentage of CaO in the fly ash and    p  S F     is the percentage of silica fume. The four main cement compounds C3S, C2S, C3A, and C4AF were calculated to be 60.13%, 12.95%, 7.27% and 9.71% by weight.



The thermal conductivity and specific heat adopted by Lin and Chen were used to model the early age concrete thermal properties [9]. Van Breugel reported that the thermal conductivity decreased by 33% throughout the hydration process and can be modeled using Equation (11) [28]. Lin and Chen reported that the specific heat of concrete is dependent on the concrete mix proportion, degree of hydration, and temperature [9]. Equation (10) was used to model the specific heat. The specific heat for the cementitious material was calculated by taking a weighted average between the Portland cement and GGBFS. The specific heat of cement and GGBFS are   740    J  k g   K     and   640      J  k g   K     [29,30], respectively. The specific heat (   C  c e m   ,    C s  ,  C a  ,  C w  )   for the cementitious material, fine aggregate, larger aggregate, and water were assumed to be 690, 710, 840 and 4184      J  k g   K      , respectively. Like the “DFLUX” subroutine, a user subroutine called “USDFLD” was used to incorporate the degree of hydration dependent specific heat and thermal conductivity.


   c p   t  =  1 ρ     W  c e m    α ′   t   C  c e f   +  W  c e m     1 −  α ′   t     C  c e m   +  W s   C s  +  W a   C a  +  W w   C w     



(10)






  k  t  =  K u    1.33 − 0.33  α ′   t     



(11)




where  ρ  is the concrete’s mass density,    W  c e m     is the cementitious weight per unit volume of concrete   ,    W s    is the fine aggregate weight per unit volume of concrete,    W a    is the coarse aggregate weight per unit volume of concrete,     W w    is the water weight per unit volume of concrete,    C  c e f     is a fictitious specific heat of the hydrated cementitious material (   C  c e f   = 8.4  T c   t  + 339 )  ,    α ′   t    is the degree of reaction (   α ′   t  = α /  α u T   ) and    K u    is the hardened concrete thermal conductivity at 28-days.




3. Experiments


A mix design with 50% GGBFS replacement of Portland cement by weight was investigated. The mixed design is shown in Table 1. An air-entraining agent and retarder/water reducer were added to the concrete mixes. The air-entraining agent meets ASTM specification C260, and the retarder/water meets ASTM C494 Type B and Type D specifications. The dosages are shown in Table 1. A laboratory batch (In-Lab) was made to test the thermal and mechanical properties including the Adiabatic Temperature Rise (ATR), heat generation, activation energy, and thermal conductivity. Then, batches delivered by a local concrete supplier (Batch 1, Batch 2, and Batch 3) were used to cast three 1.2-m (4-ft) cubes with steel formwork. The 1.2-m (4-ft) cubes were instrumented with temperature loggers to verify the thermal analysis described in the earlier sections. The air content, slump, and initial temperature of the batches can be found in Table 2.



The chemical compositions of the Portland cement and GGBFS used in the study are shown in Table 3. The GGBFS’s chemical composition is like Maekawa et al.’s slag (CaO = 43.3% and SiO2 = 31.3% by weight) [27]. Using the chemical composition of the Portland cement and Bogue’s equation, the ultimate heat of the Portland cement was calculated to be 485,101 J/kg. Then, with Equation (9), the ultimate heat of the binder in Table 1 was calculated to be 473,050 J/kg. Unlike the ultimate degree of hydration, the ultimate heat of the binder is solely dependent on the chemical composition of the cementitious material.



3.1. Thermal Properties


3.1.1. Activation Energy


The hydration parameters and activation energy needed to describe the degree of hydration of the cementitious material and the heat generation rate were experimentally measured. The hydration parameters and activation energy were found by using regression analysis similar to the methods employed by Xu et al. and D’Aloia [31,32]. The heat generation was measured using an isothermal calorimeter at three different temperatures. In the isothermal calorimeter, 20-g of the cementitious material (a blend of 10-g of Portland cement and 10-g of GGBFS) was hydrated at 23 °C, 33 °C, and 43 °C in a commercially available TAM Air calorimeter. The water-cementitious ratio of the isothermal samples was controlled to be 0.42. The heat generation and heat generation rate at each temperature are shown in Figure 1. The heat generation at different temperatures is equal at the same the equivalent age. Ideally, a superimposed figure of the heat generations yields the same curve. However, due to experimental measurement errors, the figure will have some deviations. The deviation can be minimized visually or preferably using a least-squares analysis. In this study, the activation energy of the concrete mix was found by minimizing Equation (12).


    ∑   i = 1  N       t e       H i       T 1    −  t e       H i       T 2       2  +      t e       H i       T 2    −  t e       H i       T 3       2  +      t e       H i       T 1    −  t e       H i       T 3       2     



(12)




where    T 1   ,    T 2    and    T 3    are the curing temperature,    t e     H i      is the equivalent age at a total heat      H i      and  N  is the number of    H i   .



Researchers have proposed that the activation energy depends on the degree of hydration [20,33,34]. In this study, a constant “apparent” activation energy of 39,778 J/mol obtained from the isothermal calorimeter testing was implemented because it can be measured more consistently than the activation energy determined from the compressive strength [20,35]. Poole et al. [20], Brooks et al. [36] and Riding et al. [35,37] reported the activation energy of concrete mix designs with 50% GGBFS replacement to be 39,900 J/mol, 41,000 J/mol and 41,200 J/mol. These values are close to the measured activation energy in this study. As shown in Figure 2, the activation energy, found using regression analysis, makes the heat rate and heat generation rate of all three-temperature match well when plotted in equivalent time.




3.1.2. Adiabatic Temperature Rise


The adiabatic heat generation was measured using an adiabatic test setup similar to Lin and Chen [9]. A 150-mm × 150-mm cylinder in an insulated container was placed in a temperature-controlled water bath. An electric heating unit was designed to heat the water bath to match the concrete’s temperature using a temperature control mechanism. An embedded thermal couple measured the adiabatic temperature rise (ATR) of the specimen. The ATR reached 44 °C at 300 equivalent hours and had an initial temperature of 21.7 °C, Figure 3.



Then, the heat generation was calculated by multiplying the ATR by the concrete’s density and specific heat, Equation (10). Afterward, the hydration parameters were found by fitting Equation (5). The parameters are shown in Table 4 and a comparison between the experimental heat and Equation (2) is shown in Figure 4. Additionally, if the second term in Equation (5) is ignored, another set of hydration parameters can be found. These parameters correspond to the original degree of hydration proposed by Schindler and Folliard (2005) [22]. Unlike the one-term degree of hydration, Equation (5) can capture the early age behavior caused by the hydration of the GGBFS. Later, the hydration parameters will be used in the finite element analysis.



The ultimate thermal conductivity,    K u   , of the mix design shown in Table 1 was measured following CRD-C developed by the Army Corp [38]. A 150-mm by 300-mm concrete cylinder with an embedded thermal couple at the center was tested after it had cured for 28-days. The specimen was heated to approximately 80 °C and allowed to cool in cold running water. Following CRD-C, the temperature difference between the water bath and concrete temperature was used to calculate the ultimate thermal conductivity. The ultimate thermal conductivity of the 50% GGBFS replacement mix was measured to be 1.65    W  m   K    . A summary of the thermal properties is shown in Table 5.




3.1.3. Cube Testing (1.2-m)


A 1.2-m (4-ft) concrete cube was cast from each batch delivered by a local concrete supplier at three different casting date (Batch 1, Batch 2, and Batch 3). During the casting, the slump and air content were measured, Table 2. Temperature loggers were embedded in the 1.2-m (4-ft) cube and tied to an aluminum cage. The cage provided minimal reinforcement and its only purpose was to secure the sensors. The temperature loggers’ locations were measured before each casting and set to record at 1-h intervals with a resolution of 1 °C. An additional temperature logger was placed in a shaded location to measure the ambient temperature. A picture taken during the casting is shown in Figure 5. The 1.2-m (4-ft) cube was cast in a steel formwork with a thickness of 3.175-mm. The steel formwork was kept in place for 10-days to minimize the drying of the concrete surface.



The initial temperature of each 1.2-m (4-ft) cube was 26 °C, 29 °C, and 22 °C and the temperature logger at the center reached a maximum temperature of 50 °C, 53 °C, and 44 °C for Batch 1, Batch 2, and Batch 3, respectively. The measured concrete temperature-time histories of each 1.2-m (4-ft) cube with the measured ambient temperature are shown in Figure 6, Figure 7 and Figure 8. Note, the distances shown in the figures correspond to the temperature logger’s location from the inner surface of the steel formwork. These experimental temperature-time histories will be compared to the finite element analysis.






4. Finite Element Analysis


The 1.2-m (4-ft) cube finite-element model consisted of two parts: the concrete cube and the steel formwork, Figure 9. The concrete and steel formwork were modeled in the transient thermal analysis using 8-node linear heat transfer brick elements (DC3D8) with a uniform mesh size of 25-mm. The initial temperature of the steel formwork was assumed to be equal to the ambient temperature at the time of casting. The concrete block and steel formwork transferred heat to each other through thermal conductance. Lin and Chen (2015) measured the thermal conductance coefficient between concrete and steel to be 358-  W /    m 2  . K     [9]. The outer surface of the formwork lost heat through convection where the measured ambient temperature served as the heat sink. The convection heat transfer coefficient,    h c   , depends on the ambient conditions, mainly wind [4,10,13], and therefore, must be adjusted based on the wind speed using Equation (13). The measured wind speed,    v w      from a local weather station was used in the thermal analysis. Based on the wind speed, the convection coefficient was updated at every time step in ABAQUS. The wind speeds for Batch 1, Batch 2, and Batch 3 are shown in Figure 10. Additionally, the steel formwork absorbs a large amount of heat from the sun radiation and should be included in the thermal analysis, therefore, Equation (14) was adopted [21,39,40]. In Equation (14), the solar intensity,    I f   , was assumed to be a sinusoidal function and negligible after the sunsets. The heat from the sun,    q  s o l    , was given to ABAQUS as a surface heat flux, and updated at every time step, Figure 11. The solar absorptivity,    β s   , was assumed to be 0.47 [41]. A 0.25-h time step was used in the thermal analysis.


   h c  =       5.6 + 3.95  v w  ,    v w  ≤ 5  m s        7.6  v w  0.78   ,      v w  > 5  m s         



(13)




where    h c    is the convection coefficient (  W /  m 2  K  ) and    v w    is the wind speed (m/s).


   q  s o l   =        β s   I f   q  s o l a r   ,    t  r i s e   < t <  t  s e t         0 ,   o t h e r w i s e        



(14)




where    q  s o l     is the total heat of solar radiation (  W /  m 2   ),    β s    is the solar absorptivity,    I f    is the intensity factor to account for the angle of the sun during a 24-h day      I f  = sin     t −  t  r i s e      t  s e t   −  t  r i s e     π         and    q  s o l a r     is the instantaneous solar radiation (  W /  m 2   ).



4.1. Verification of User Subroutines (DFLUX and USDFLD)


The user subroutines used in the thermal analysis were checked by analyzing the 1.2-m (4-ft) cube without any heat loss by eliminating the conductance and convection heat transfer. The temperature of the 1.2-m (4-ft) cube without heat loss should match the input adiabatic temperature rise calculated using the two-term hydration parameters in Table 4. As shown in Figure 12, the simulation compares well with the input ATR. Therefore, the degree of hydration, heat generation rate, and specific heat are working correctly in the user subroutines.




4.2. Temperature Analysis


Using the thermal material properties stated in Section 3, the temperature histories of the three 1.2-m (4-ft) cubes were predicted with the FEM model. The temperature distribution is shown in Figure 13, Figure 14, Figure 15 and Figure 16 show the comparison between the experiment and the FEM analysis. During the first day, the center temperature of the 1.2-m (4-ft) cube is not affected greatly by the environment. The percent differences between the experimental temperature measurements and the FEM model are shown in Table 6. The max temperature at the center was predicted with a maximum of 1.8% error. However, after the peak temperature, environmental factors such as sun radiation can cause discrepancies between the experimental and FEM model results, especially at the side surface location (5-cm from the side surface). Since the thermal stresses are caused by the temperature gradients inside the concrete structure, it is important that the temperature model can accurately predict the maximum temperature difference. A comparison of temperature difference is shown in Figure 17. Based on Figure 17, the maximum temperature difference between the experiment and the FEM prediction is about 2.4 °C, and it occurs approximately 1 to 2.5 h from the experiment’s peak temperature difference. Due to the GGBFS slow reaction rate, the temperature differences at the first few hours after casting were usually negative because the side surface warms faster than the center. Later, once the heat of hydration started the temperature difference becomes positive.





5. Sensitivity Analysis


The thermal analysis depends greatly on the thermal properties of the mix. The purpose of the sensitivity analysis is to give an insight into which material properties should be measured with the delivered concrete. As a case study, the sensitivity of the maximum temperature and temperature difference to the different material properties was investigated. For the sensitivity study, the ambient conditions for Batch 3 were used as an example. The thermal conductivity, adiabatic temperature rise, and activation energy were each adjusted by ±10%. Since these material properties were determined during an In-Lab batch, it is reasonable that Batch 1, Batch 2, and Batch 3 might have slightly different properties. The difference in the properties might be due to the variation in water-cementitious ratio, chemical composition of the cementitious materials, air content or batching properties since the concrete was delivered by ready-mix trucks from the concrete supplier.



As shown in Figure 18, the variation of adiabatic temperature rise affects the maximum temperature and the temperature differential the largest. The thermal conductivity shifts the maximum temperature and increases/decreases the maximum temperature rise and temperature difference but has very little effect on the surface temperature. The effect of each thermal properties is tabulated in Table 7. A ± 10% variation of the thermal conductivity or activation energy causes the maximum temperature and maximum temperature difference to change by ± 1.9% and ±3.8%, respectively. A ± 10% variation in ATR would cause about ±6.6% deviation in the predicted maximum temperature and about ±9.2% deviation in the maximum temperature difference. It is recommended that the adiabatic temperature rise be measured using the delivered concrete on-site at each casting [29] to increase the accuracy of the prediction while the thermal conductivity and activation energy can be measured beforehand.




6. Conclusions


In this study, laboratory experiments were completed to measure the thermal properties of a mix design containing 50% replacement of the cement by weight with ground granulated blast furnace slag. The material properties development was modeled using degree of hydration dependent functions. These properties include the adiabatic temperature rise, activation energy, and thermal conductivity. A two-term exponential function was proposed to better capture the hydration behavior of the cement and GGBFS binder which exhibits two peaks in the heat generation rate. The effects of the wind and sun were considered through the thermal convection coefficient and solar radiation as boundary conditions. ABAQUS program was used to predict the temperature time-history of three 1.2-m (4-ft) concrete cubes using user subroutines. The FEM model was compared to thermal loggers installed at critical locations in 1.2-m (4-ft) cubes, and the FEM simulations matched well with the experimental temperature measurement. The two-term degree of hydration was shown to better capture the early age and later-age behavior of concrete containing GGBFS. This improvement increased the accuracy of the maximum temperature and temperature difference prediction for concrete containing GGBFS. Results show that using the measurements of the thermal properties and the methods proposed in this study, an accurate estimation of the temperature difference can be achieved for a concrete mix containing GGBFS replacement. It was found that the adiabatic temperature of the delivered concrete should be measured for a more accurate estimation of the maximum temperature and temperature difference. Furthermore, the estimation of the temperature difference can enable engineers to take preventative actions to minimize the risk of thermal cracking.
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Figure 1. Isothermal at three different temperatures: (a) Heat rate and (b) Heat. 
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Figure 2. Isothermal at three different temperatures in equivalent age: (a) Heat rate and (b) Heat. 
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Figure 3. Adiabatic Temperature Rise. 
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Figure 4. Adiabatic measurement of heat: (a) Accumulated heat and (b) Heat rate 
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Figure 5. The picture was taken during Batch 2: (a) Temperature loggers and (b) 1.2-m Cube casting. 
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Figure 6. Temperature-time history of Batch 1’s 1.2-m (4-ft) cube. 
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Figure 7. Temperature-time history of Batch 2’s 1.2-m (4-ft) cube. 
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Figure 8. Temperature-time history of Batch 3’s 1.2-m (4-ft) cube. 
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Figure 9. Finite element model: (a) Concrete block and (b) Steel formwork. 
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Figure 10. Wind speed during 1.2-m (4-ft) cube casting. 
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Figure 11. Solar radiation for Batch 1, Batch 2, and Batch 3. 
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Figure 12. Comparison of FE model and input ATR. 
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Figure 13. Finite element model at 16.50 h: Temperature (Red = high temperature, Blue = low temperature). 
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Figure 14. Comparison between FEM model prediction and measured temperatures at center (61.0-cm) and side surface (5.0-cm) for Batch 1. 
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Figure 15. Comparison between FEM model prediction and measured temperatures for Batch 2. 
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Figure 16. Comparison between FEM model prediction and measured temperatures for Batch 3. 
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Figure 17. Comparison of the temperature difference between FEM model and experiment: (a) Batch 1, (b) Batch 2 and (c) Batch 3. 
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Figure 18. Temperature analysis sensitivity due to measured thermal properties: (a) Thermal conductivity (Temperature) (b) Thermal conductivity (Temperature difference), (c) Activation energy (Temperature), (d) Activation energy (Temperature difference), (e) ATR (Temperature) and (f) ATR (Temperature difference). 
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Table 1. 50% GGBFS replacement mix design.
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	Material
	Quantity (kg/m3)





	Cement
	150.7



	GGBFS
	150.7



	Water
	126.6



	#57 Limestone Aggregate
	1064.9



	Fine Aggregate
	809.2



	Air entrainer (oz/cwt)
	0.65



	Type B/D Water reducer/retarder (oz/cwt)
	3.0



	w/cem
	0.42
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Table 2. Fresh concrete properties.






Table 2. Fresh concrete properties.





	Batch
	Air Content, %
	Slump, cm
	Initial Temperature, °C





	In-Lab
	6.0
	13.3
	21.66



	Batch 1
	5.5
	12.7
	26.0



	Batch 2
	6.5
	20.3
	29.0



	Batch 3
	6.8
	15.2
	22.0
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Table 3. Chemical composition of cementitious material.






Table 3. Chemical composition of cementitious material.





	Chemical Component
	Portland Cement
	Grade 100 GGBFS





	CaO
	63.86%
	47.48%



	SiO2
	20.34%
	28.89%



	Al2O3
	4.78%
	8.27%



	Fe2O3
	3.19%
	1.93%



	SO3
	3.01%
	0.73%



	MgO
	2.41%
	8.34%



	Na2O
	0.06%
	-



	K2O
	0.65%
	0.66%



	Blaine fineness   (  m 2  / k g )  
	372
	325
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Table 4. Hydration parameters for finite element analysis.






Table 4. Hydration parameters for finite element analysis.





	Hydration Parameters
	Two-Term
	One-Term





	    α u 1    
	0.56685
	0.8552



	    τ 1    
	14.1090
	28.62



	    β 1    
	0.78485
	0.609



	    α u 2    
	0.28839
	-



	    τ 2    
	166.985
	-



	    β 2    
	0.97925
	-



	    α u T    
	0.8552
	0.8552
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Table 5. Summary of thermal properties of 50% GGBFS mix design.
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	Thermal Properties
	     W  c e m      

      k g /  m 3       
	     H u     

      J / k g      
	     E a     

      J / m o l      
	     K u     W  m   K        
	     α u     
	     w  c e m      





	Value
	301.4
	473,050
	39,778
	1.65
	0.8552
	0.42
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Table 6. Percent difference for maximum temperature and temperature difference.
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Batch

	
Maximum

Temperature (°C)

	
Maximum

Temperature Difference (°C)




	
Experiment

	
FEM Model

	
% Error

	
Experiment

	
FEM Model

	
% Error






	
1

	
50 at 20 h

	
50.2 at 21.75 h

	
0.4%

	
18 at 21 h

	
17.1 at 23.5 h

	
0.56%




	
2

	
53 at 20 h

	
53.6 at 18.25 h

	
1.13%

	
20 at 20 h

	
19.86 at 18 h

	
0.7%




	
3

	
44 at 20 h

	
44.4 at 19.75 h

	
0.91%

	
16 at 19 h

	
18.41 at 20 h

	
15.1%
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Table 7. Thermal analysis sensitivity.
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	Thermal Property
	Maximum Temperature (°C)
	Time of Maximum Temperature (hr)
	Maximum Temperature Difference (°C)
	Time of Maximum Temperature Difference (hr)





	Thermal conductivity (±10%)
	44.4 ± 0.85
	19.75 ± 1.0
	18.41 ± 0.70
	20.0 ± 0.25



	Activation energy (±10%)
	44.4 ± 0.85
	19.75 ± 0.0
	18.41 ± 0.65
	20.0 ± 0.00



	ATR (±10%)
	44.4 ± 2.95
	19.75 ± 0.25
	18.41 ± 1.69
	20.0 ± 0.00
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