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Abstract: A 2017 survey of the state of practice on how agencies are developing their risk-based
asset management plan shows that state highway agencies are increasingly adapting the way they
do business to include explicit considerations of risks. At the moment, this consideration of risk
is not linked to data. Hence, there is a lack of integration of risk management in driving strate-
gic cross-asset programming and decision-making. This paper proposes and implements a risk
management database framework as the missing piece in the full implementation of a risk-based
transportation asset management program. This risk management database framework utilizes
Geographic Information Systems (GIS) and Application Programming Interface (API) to implement
a risk management database of all the relevant variables an agency needs for risk modeling to
improve risk monitoring, risk register updates, and decision-making. This approach allows the use
of existing enterprise as well as legacy data collection systems, which eliminates the need for any
capital-intensive implementation cost. Furthermore, it provides transportation agencies with the
ability to track risk in quantitative terms, a framework for prioritizing risk, and the development
of an actionable plan for risk mitigation. In this paper, the implementation of the fully integrated
GIS-enabled risk management database employs the Iowa department of transportation (DOT) data
and risk register.

Keywords: risk management database; TAMP; framework; data integration; database design; risk
registers; GIS

1. Background

Transportation is the mainstay of economic activity, connecting producers with supply
chains; customers with products and tourism; and people with their workplaces, homes,
and communities across both urban and rural areas. In 2017, the transportation sector
added over $400 billion to the U.S. gross domestic product [1], while moving more than
19 trillion dollars of shipment value, about 60% of which was moved on roads. The de-
mands on the transportation system lead to the ongoing deterioration of roadways and
bridges that must be repaired, rehabilitated, or replaced to preserve the integrity and
reliability of the transportation system. Transportation managers must continually evalu-
ate system safety, performance, condition, and vulnerabilities in the context of available
funding to make good transportation investment decisions. The ongoing costs associated
with preserving the condition and performance of existing transportation assets are sig-
nificant. Billions of dollars are spent each year by state and local government agencies
to hold deterioration at bay so that the transportation system can continue to support
user reliability and safety with minimal disruption. The need to efficiently manage trans-
portation system investments has led to a recognition of the benefits of managing assets
using a data-driven systematic approach generally referred to as Transportation Asset
Management (TAM). The American Association of State Highway And Transportation
Officials (AASHTO) defines TAM as an intentional and systematic process of operating,
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maintaining, upgrading, and expanding the capacity of physical assets throughout its
lifecycle [2]. TAM forces state transportation agencies which are public institutions to
adopt the same business practices that the private sector is defined by in its stewardship of
public funds. According to the International Standards Organization (ISO) documents in
ISO 55000 and ISO 31000 [3,4], risk management is the core principle of asset management.
Hence, TAM cannot be effectively conducted without quantifying and qualifying risk and
how it will be managed to accommodate community values related to accepting and man-
aging risks. To that end, on 6 July 2012, the Moving Ahead for Progress in the 21st Century
Act (MAP-21) was signed into law by President Obama. MAP-21 requires states to develop
a risk-based asset management plan for the National Highway System (NHS) to improve or
preserve the condition of the assets and the performance of the system. MAP-21 sparked a
paradigm shift from traditional formula-based emphasis to a performance-based approach
for TAM [5]. Hence, the business of all state departments of transportation (DOTs) is to
identify, manage, and communicate acceptable risk, risks strategies, and what can and
cannot be accomplished given the available resources. This process of risk management by
nature is very data-intensive, since you cannot manage what you cannot measure [6,7].

As a result, state DOTs and other transportation agencies collect, exchange, manage,
and use substantial quantities of data and information for project development and the sub-
sequent management of the physical assets for which they are responsible. These agencies
devote considerable resources to data collection and storage and often face challenges such
as duplicating effort or gaps in data collected by various organizational units; ensuring
that data sources are well documented and data are current; and providing the various
units responsible for the planning, design, construction, operation, and maintenance of
system assets with access to reliable and current information for decision-making.

The persistent evolution of data and information technologies presents challenges as
agencies seek to ensure that the transportation system delivers high performance and the
agency performs its functions effectively and efficiently. Remote sensing, Lidar, geographic
information system (GIS), 3-D graphic displays, and virtual reality (to name a few of the
newer developments) are supplementing or replacing data acquisition and information
management practices once based on physical measurements and storage and display
in large-format print media. Many agencies must deal with legacy data while avoiding
obsolescence in their management practices. Typically, fragmented DOT business practices
and the decades-long processes of asset development and life-cycle service have produced
disparate data sets that are poorly suited to effective long-term system asset and risk
management [2,8,9].

2. The State of Risk Based Asset Management Implementation

MAP-21 requires that each state must have a risk-based TAM plan in place to preserve
the condition of its assets and improve the performance of the National Highway System.
Many requirements of MAP-21, including requirements for state DOTs to develop risk-
based asset management plans and to establish performance-based planning processes,
remain unaffected with the passage of the Fixing America’s Surface Transportation (FAST)
Act, signed into law in 2015. However, the state of the practice for U.S. transportation agen-
cies’ use of enterprise risk management is still emergent and evolving. Although agency
officials informally manage risks constantly, there are few examples of formal, documented
enterprise risk management among U.S. transportation agencies [10]. A National Coopera-
tive Highway Research Program (NCHRP) report released in 2016 to identify and evaluate
successful implementation of enterprise risk management programs among state DOTs,
international transportation agencies, and non-transportation organizations found that a
majority of state DOTs did not have a formal risk management process compared to their
international transportation and non-transportation counterparts that were surveyed [11].
In a 2017 national scan of how state DOTs were integrating risk management in their TAM,
it was found that most agencies were using risk registers for their risk management [12]. It
did not allude to any identification of data or data gaps for updating the risk registers or
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how that translates to program development or overall decision-making. However, it also
found that state DOTs were putting in place policies and structures for risk management
and the only thing missing was a working implementation of risk-based TAMP to drive
decision-making.

In addition, a literature review of the TAMP documents uploaded to the AASHTO
TAM portal [13] revealed that all the state DOTs stopped at risk registers identified through
workshops with internal and external stakeholders. But that process was not integrated
with TAM and some did not factor in external events in their risk management. In other
words, these initial TAMP documents acknowledged risks but did not address, for the
most part, how the risk management process was fully integrated into the overall TAMP.

The need for a risk management database as the missing piece to full implementation
of the risk management framework required to satisfy the intent of the MAP-21 act has
already been established [14]. In this paper, the focus is on the implementation of the risk
management database using the Iowa DOT data and risk register. In addition, this paper
will focus on how to expand this approach to be used by any state DOT.

3. Implementation Overview

Figure 1 is a summary of the implementation process. It begins with data elicita-
tion [14], which identifies what risk events are of interest to the agency, the assets being
considered, and the sources of available data. This is followed by data integration, which
involves spatial integration for data sources with spatial information and non-spatial data
integration for data sources that can be linked by a unique identifier. Finally, this results in a
risk management database that provides the basis for mapping or visualization and further
analyses. The arrows in the diagram represents the application programming interface
(API) that translates one process to the other. In the following sections, each process will be
broken down.
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Figure 1. Implementation process.

4. Data Elicitation

This is the process of identifying what risk events the agencies are interested in
including in their risk registers, along with the critical asset types and data sources. The
risk register workshop can be improved upon to include the process for providing the
inputs for a successful risk management database. Hence, risk registers from TAMP
documents submitted by agencies per MAP-21 requirements on the AASHTO portal were
reviewed to gauge common risks that agencies had identified [13]. The following are the
common risk categories identified by the state DOTs TAMP:

• Financial risks related to the long-term stability of asset management programs;
• Information and decision risks related to the implementation of asset manage-

ment programs;
• External risks involving both human-induced and naturally occurring threats;
• Asset condition risks associated with asset failure.
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4.1. Financial Risk

Financial risks are risks related to the long-term stability of asset management pro-
grams, such as unmet needs in long term budgets, funding stability, and exposure to
financial losses by the state DOTs. Table 1 summarizes the sources of the financial risk
as explicitly identified in the agencies’ TAMP documents. The top three financial risk
sources from Table 1 are revenue variation or uncertainty, federal funding, and inflation.
The biggest driver for revenue variations were attributed to increased fuel efficiency from
newer electric and hybrid cars and from decreases in vehicle miles travelled as a result of
rural to urban migration. Some agencies such as Iowa DOT identified in their risk register
that a 15% or more drop in revenue will lead to dropping some of their asset management
projects, while for Montana a decrease of more than 3% in revenue will alter their TAM
programming. For simplicity, these top three financial sources will be used in estimating
a financial risk measure as they are readily available. Past revenue from each state is
available as well as forecasted revenue from the state DOTs budget office. Federal aid
funding information is readily available from U.S. DOT, and inflation numbers are also
available from the Federal Reserve.

Table 1. Summary of financial risks.

Financial Risk Source Agency Count

Revenue variations/uncertainties 22
Federal funding/ new mandates 14
Inflation 8
Unfunded maintenance requirements – e.g., regulatory 7
Construction costs 6
Climate change 5
Public perception/support 5
Uneven age distribution 1
Debt servicing 1

Financial metrics are not commonly used by U.S. state DOTs compared to their
international counterparts in Europe and Australia, and also compared to private sector
businesses. These metrics provide transparency and are useful as another set of tools for
risk tracking and ensuring that the investment strategies of states DOTs are adequate in the
face of risk events [15]. The Federal Highway Administration (FHWA) proposed in 2012
the asset sustainability ratio or index as a simple measure that provides decision makers
a comparative idea of the level to which assets are sufficiently funded to reach a desired
condition target [15,16]. The sustainability index or the financial risk measure (FRM) is
calculated thus [16]:

FRM =
amount budgeted
amount needed

(1)

To add credibility to the calculation while still keeping it simple, an inflation term will
be added to the equation above to yield a new FRM thus:

FRM =
amount budgeted
amount needed

∗ (1 − g) (2)

where g = inflation in decimal.
A ratio of 1 means that there are no funding gaps, which implies that the level of

funding is sufficient to meet the set condition target. It is not expected that the ratio from
Equation (1) will be more than one, but in the event that this happens it should be made
equal to one. They further proposed that for one asset, the metric will be called a sustain-
ability ratio and if a class of assets are measured it will be referred to as a sustainability
index [16]. For the purpose of this study, only pavements will be considered—hence, a
sustainability index.
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Since the FRM is a network measure, to calculate a risk probability at the analysis
segmentation or aggregation level, which in this case is the highway corridor, the FRM
will be weighted by the last measured condition of the corridor, the vehicle miles traveled
(VMT) carried by the segment, and the system of the segment—that is, if the corridor
carries an interstate, U.S., or state route. The highway corridor can be defined by the state
agencies based on traffic volume, freight corridors, population density, or land use. This
will lead to a risk probability (financial) calculation, PFinance, thus:

PFinance = (1 − FRM) ∗ c ∗ s ∗ VMT Corridor
VMT Network

, (3)

where s = system weight and c = condition weight, and the values for c are derived from
Table 2 based on the condition of the corridor.

Table 2. Condition weight table.

Condition Weight

Good 1
Fair 2
Poor 3

Factoring in the system and condition provides a measure that is reflective of the
DOTs’ investment priorities and the current state of their network.

s =
VMT System

VMT Network
. (4)

4.2. Information and Decision Risk

Information and decision risk is related to the implementation of the asset management
program, such as the lack of critical asset information, the quality of data, and modeling
or forecasting tools for decision-making. Risk management is data-intensive, as a variety
of asset management functions within transportation agencies produce, process, and
analyze a substantial amount of data daily [8,9]. With the rapid evolution of data and
information technologies, transportation agencies are cashing in on the promise of data-
driven decision-making. The size and complexity of the data are growing over time with
challenging implications as agencies seek to ensure that the transportation system delivers
high performance and the agency functions effectively and efficiently [9]. Extensive lists
of IT challenges and data issues are documented in the literature ([9,17,18]). From the
TAMP document submitted by the state DOTs, the following are the biggest issues that the
agencies explicitly identified as driving the information and decision-related risk:

• the availability and quality of data;
• data management system;
• inability of the IT department to support decision-making and analysis of busi-

ness needs;
• performance models not factoring in climate change and other relevant variables that

indirectly impact performance and operations;
• lack of performance and forecasting models.

Another driver of this risk that was not stated in the TAMP documents is the fact that
fragmented DOT business practices and the decades-long processes of asset development
and life-cycle service have produced disparate data sets that are not well suited for effective
long-term system asset and performance management. To remedy the situation, AASHTO
has developed a set of Core Data Principles for transportation data [19] in addition to
an official data self-assessment guide that includes data management modules, with an
emphasis on quality data, association with strategic goals, regular audits of data, well-
defined organizational roles, and mechanisms for security and privacy [9]. To qualitatively
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understand the degree to which their data processes may be at risk, state DOTs can submit
to the self-assessment guide. However, for the purpose of the risk management database,
the analysis of variances between results and expected targets can become an excellent
source of risk information, as it helps to explain conditions that are changing suddenly [20],
which can be an indication of the inconsistencies in the data or an external event or missing
variables not factored in the performance estimation. Thus, the consistency of all the
variables that are used in the performance estimation must be evaluated to determine the
validity and quality of the data before the performance is calculated [21]. The variances
in the variables between recent collection cycles can capture the reliability of the data for
long-term performance evaluation while accounting for resurfacing or other extenuating
factors. For example, looking at the variance between the last four collections of roughness
(IRI) on a road corridor with the typical maintenance and preservation regimen can provide
a measure of the reliability of using IRI in the performance model. That variance can be a
measure of the probability of the model not capturing the current condition of the network
given a target confidence interval. Including all the other variables that make up the
performance model, the product of their variances becomes the risk probability for tracking
the information and decision risk metric, as shown in Equation (5).

PIDR = Var(Variable 1) * Var(Variable 2)* . . . *Var(Variable N) (5)

This important metric can also inform the need for changing data collection pro-
cesses and/or technology. Hence, the risk probability of information and decision-related
risk event is developed to quantify the impact of the data quality and performance or
forecasting model.

An agency can also evaluate its performance or forecasting model by looking at how
well the model is predicting new values from data collection based on a target confidence
interval. Therefore, the risk probability becomes a measure of the ratio of correction
predictions, given a confidence interval, compared to the entire network, as shown in
Equation (6).

PIDR =
CP
NC

(6)

where CP = correct predictions and NC = total number of corridors in the network.

4.3. External Risks

These are risks involving both human-induced (terrorism) and naturally occurring
threats, such as climatic or seismic events, slope failures, rock falls, lightning strikes, and
winter weather operations. Natural events such as floods, fire, and earthquakes are unpre-
dictable and have the potential to cause extensive damage, undermining transportation
systems and in some cases severing vital links in the highway network leading to signifi-
cant holdups to commuters, commerce, and potentially to emergency services. Extreme
weather events impact nearly every state in the U.S. In 2012, a total of 133 disaster events
occurred resulting in about $881 billion in damages [22]. There is strong evidence to
suggest that events related to climate change such as increasing temperature, heavy precip-
itation, and coastal flooding will continue to grow in frequency and severity in the coming
decades [23–26]. Table 3 is a revised summary of the risk events that state DOTs identified
in their TAMP documents and it shows that external events is one of the biggest risk events
impacting agencies abilities to deliver on their financial and investment strategies.

A standard set of risk events provide a common basis for risk assessment, which can
then be applied to local and regional conditions during a transportation risk analysis [27].
For example, earthquakes would not be considered for risk management in Iowa as it
is extremely unlikely for the region. Equation (7) shows the general form of a single
functional equation for a variable, Y that is a function of N parameters. In practice, the
systems described will have many variables and will need several functional relationships
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to be satisfied. However, for simplicity, the systems will be defined by their frequency
of occurrence.

Y = f (X1 + X2 + X3 + . . . + XN (7)

where N = number of external risk events identified by agencies and X is the frequency
of occurrence.

Table 3. Revised summary of risk events [14].

Risk Events Agency Count

Financial risks 21
Business operations risks (personnel changes and knowledge gap) 21
External event 20
Information and decision risks 18
Bridge failure: structural, other than hits, scour, resulting in loss of service 13
Condition related risks/performance related risks 13
Heavy truck volume growth/weight increase 9
Bridges are damaged or destroyed due to scour 7
ITS or traffic control failure resulting in safety impact 6
Scope growth/growth in size of network relative to funding 6
Culverts and other drainage facilities fail (blockages or overtopping) unexpectedly. 6
Capacity improvements projects are delayed/deferred maintenance 5
Retaining walls (requiring maintenance but no mobility impacts)/slope failure 4
Bubble in asset replacement needs due to uneven asset age distribution 4
Negative public opinion/public involvement delay killing projects 4
Sinkholes emerge under or near roadway sections compromising foundation. 3
Winter weather treatments and impacts on pavement deterioration 3
Socioeconomic risks- population growth/ shift to urban areas/land use 3
Avalanche requiring maintenance but no/minimal delay 2
Travel mode changes 2
Highway safety 2
Tunnel collapse/closure due to safety incident 1
Subsurface utilities impacts by others in ROW (and below roadways) 1
Make projects more complex 1

Based on a 2013 Florida DOT study [28], it can be assumed that number of external
events follows a Poisson distribution [28]:

P = e−λ λk

k!
(8)

where P is the probability that k number of events will occur per interval of time and λ is
the event rate. The recurrence time between two consecutive events can be expressed in a
probability distribution function of T, such that [28]:

XT(t) = P(T <= t) = 1 − e−λt (9)

where λ = average rate or number of occurrence per year and the average recurrence time
= 1/λ (27).

The average number of events can be obtained from historic data kept by the agency
or from an external national agency. For rare events, where there is an effective small
sample size or no data, the estimation of a probability of occurrence will benefit from the
introduction of a small a priori probability utilizing Bayesian networks [29].

4.4. Asset Condition Risk

Asset condition risks are associated with asset failure, such as structural, capacity, or
utilization; reliability of performance; aging; soil and subsurface utilities; and maintenance
or operation. According to NCHRP Report 08–93 [10], failure is not only “acute and
complete, but also as incremental failure including:
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• Structural: where the physical condition of the asset is the measure of deterioration,
service potential or remaining life;

• Capacity/utilization: where it is necessary to understand the degree to which an asset
is under-or-over-utilized compared to the desired level of service;

• Level of service failures: where reliability or performance targets cannot be met;
• Obsolescence: when technological change or lack of replacement parts render the

asset uneconomic to operate;
• Cost or economic impact: where the cost to maintain and operate an asset is likely to

exceed the economic return expected, or is more than the customer is willing to pay.”

Before MAP–21, there was no explicit mandate for state DOTs to show how their TAMP
maintained national performance outcomes. There was no requirement to track condition
or performance, set up targets, measure progress toward targets, or report on condition or
performance in a manner that FHWA could use to evaluate the entire system. This final
MAP-21 rule creates performance measures to assess pavement and bridge conditions on
the NHS for the purpose of achieving consistent national performance outcomes. The four
pavement performance measures are [30]:

• percentage of pavements on the interstate system in good condition;
• percentage of pavements on the interstate system in poor condition;
• percentage of pavements on the NHS (excluding the interstate system) in good condi-

tion; and percentage of pavements on the NHS (excluding the interstate system) in
poor condition.

The two performance measures for assessing bridge condition are:

• percentage of NHS bridges classified as in good condition;
• percentage of NHS bridges classified as in poor condition.

At the network level, a set of measures that evaluate both condition and risk are ones
that predict the percentage of assets that meet the targets defined by MAP-21 into the
future based on anticipated funding levels [15]. To capture this risk at the corridor level,
the percentage of assets that meet the targets will be weighted by the rate of deterioration
of the corridor. Additionally, this can be accomplished by weighting it with one or more of
these variables that drive pavement deterioration such as heavy truck traffic growth on the
corridor segment, maintenance history, and winter weather operations to capture some of
the climate risk factor.

4.5. Risk Consequences

The goal of risk analysis is to identify the various elements of risk and combining
them into some quantifiable estimate of risk. The intent of this research is to provide that
estimate of risk in monetary terms. Equation (10) is the basic formula for calculating risk, R:

R = C * T (10)

where R and C (consequences) is measured in dollars and T (threat) is expressed as
probability [27].

Since transportation networks are usually broken into corridors for planning purposes,
the importance of each corridor then becomes a function of the traffic it carries, the urban
centers it connects, and the development that it drives. Breaking out the consequences
terms in Equation (10) will result in the following formula [27]:

C = human impact (fatalities + injuries) + user cost (vehicle running cost + lost wages) + owner cost
(asset damage + asset loss) + impact1 + impact2 + . . . + impactn

(11)

The value of human life and serious injury is calculated by each state DOT. Owner
costs are the replacement value of each asset. Vehicle running costs can be determined from
the federal allowable rates [31]. User wage costs are available from National Occupational
Employment and Wage Estimates [32]. Vehicle occupancy rates are available from the
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National Household Travel Survey [33]. Equation (11) can be modified to add additional
variables such as the value of goods carried on the corridor. Value of goods carried by the
corridor can be obtained from FHWA Freight Analysis Framework, FAF [34]. Obtaining
the data required for calculating the risk consequences will require the integration of data
not captured by the state DOTs such as socio-economic data from US Census Bureau.

Replacement Cost

Owner costs that only focus on the replacement value of the asset do not capture
the relative implications of each asset in terms of its importance, condition, or stage in
its lifecycle. For example, the current replacement cost for a four-lane road in the 20th
period of its lifecycle, will be the same as another four-lane road in the same area but
in the first period of lifecycle. What is missing that is crucial for decision-making is the
opportunity cost of the later is greater than the former. A road that fails in its first year
will cost the agency more in terms of missed investments in roads that are nearing their
replacement schedule that will need to be moved around to accommodate the failed road.
However, a road in its 20th period is much closer to its replacement schedule and will
be easier to accommodate without adversely affecting the entire system. Hence, it is
important for Equation (11) to capture the opportunity cost that is appropriate for the
replacement decision to ensure that the risk management process is relevant to addressing
and informing the investment and funding decisions of the agency.

5. Data Integration

Effective and efficient risk management relies heavily on the availability of objective
data. The data required to run complex risk analysis resides in multiple systems across
the state DOTs departments and in different schemas. The difficulty associated with
organization and normalization often presents the biggest challenge in receiving relevant
and timely risk information. Tactical database and spreadsheet tools are inflexible, difficult
to maintain and generally unreliable. The lack of integration between systems poses big
challenges to transportation agencies’ efforts to integrate risk management in their TAM.
However, since data collection is capital intensive, the aim of the risk database framework
is not to force agencies into a specific data management system but instead using the
existing agencies DOT enterprise data systems.

Accomplishing this integration requires a spatial and non-spatial approach, as shown
in Figure 2, to integrate all available inventory, measurement, reporting, and financial
planning data. These two approaches are discussed in the following sub-sections.

5.1. Spatial Integration

A key characteristic of spatial data is reflective of the technologies that are used to col-
lect them, technologies such as global positioning systems (GPS) and remote sensing [8,26].
With rapid evolution in these technologies, the accuracy of the positional location of the
data collection has greatly improved, especially for the level of accuracy required for state
DOTs’ decision-making. In general, state DOTs employ the following three methods of
location referencing as culled from NCHRP Research Report 903 [35]:

• 1D location referenced to a known location, such as a mile point or offset point
from stationing;

• 2D shape with X and Y lateral dimensions, similar polygon outline on a plan view;
• 3D extent that incorporates an elevation (z-dimension).

Another consideration of spatial integration is how data collection is encapsulated
using GIS data models such as vector and raster data models, as shown in Figure 3. For
instance, in pavement management, condition data collection intervals are often standard-
ized at 1/100th of a mile. Hence, the data are then aggregated to pavement management
analysis segment that can range from one to several miles.
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For an ambitious project such as a risk management database, the data will invariably
come in various geographic extents requiring a combination of the locational referencing
methods as well as spatial data assignment in a GIS environment. From the NCHRP Report
on Successful Practices in GIS-Based Asset Managements, GIS facilitates “the integration of
disparate data entities using location as the common denominator, visualization of multiple
data layers for a selected area or network location, map-based data access for viewing and
editing, and spatial analysis involving queries of information based on proximity, route, or
geospatial feature.” [8] Hence, GIS can take the various data entities whether modeled as
point, line, or polygon feature and transforms the data using spatial relationship functions
to produce a resulting dataset that aggregates the desired spatial outcomes as shown in
Figure 4. The resulting dataset then has all the variables required for estimating the risk
measures discussed in the preceding sections.
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5.2. Non-Spatial Integration

From Figure 4, the input data are usually disparate data entities. While a GIS ap-
plication can integrate these data by virtue of their spatial location, it employs a tightly
coupled system architecture which implies that the input must be predefined. However,
these input data, especially for a risk management database, can come from sources outside
of the agency or could be legacy systems within the state DOT that would require a fair
amount of data pre-processing before it can be input into the GIS application. This data
pre-processing is where the non-spatial data integration comes in to arrange the data into
a format that can be consumed by the GIS application with the desired outcomes. In a
technical sense, this is the functionality of an application programming interface, API. APIs
are employed in software engineering to define permissible inputs, outputs, and controls.
It is basically a set of specifications that define how disparate elements can communicate
with each other [36,37]. In this risk database implementation, the API is used to prepare
inputs into the GIS module as well as to package the output for integration with other
analytical tools for knowledge discovery to support the decision-making. Hence, Figure 4
becomes modified by the addition of the API to result in Figure 5. The inclusion of the
API enables the overall application to be packaged into an extensible single standalone
program with plugin for other analytical tools or third-party visualization package. In
addition, it minimizes the learning curve for state DOT risk manager by hiding all the
complex programming using the API. In addition to minimizing the learning curve, it also
allows for easy updates and the addition of new functionalities.
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6. The Risk Database

The risk database is populated by the following information, as discussed in [14]:

• Risk Identification Number: ties all corridors with the same risk as well as tracking
risk dependencies;

• Brief explanation of the risk;
• Asset inventory: number and type of assets on the corridor;
• Condition of assets based on agreed upon performance measures;
• Environmental-level data: physical attributes, proximity to watershed, geographic

properties, soil type, etc.;
• Socio-economic indicators: population, land use, traffic volume;
• Probability value: probability or likelihood of the risk occurring, estimated during the

risk calculation stage of the data integration framework;
• Risk measures: based on the elicitation stage and determined during the risk calcula-

tion stage;
• Impact measure: impact of the risk in monetary terms value determined during the

risk calculation stage;
• Area of impact: estimated as a function of the geographic area as well as the socio-

economic markers near the corridor;
• Severity of the risk event: function of the area of impact;
• Ranking of each individual risk within the corridor: Ranked risks are those with a

high severity and high consequence within the corridor;
• Total risk on the corridor: weighted sum of all the risks in the corridor;
• Risk monitor: indicates if the risk has increased, remained the same or decreased in

severity since last available data collection;
• Risk owner: which agency is responsible for the risk;
• Risk mitigation plans: based on risk management and data elicitation workshop;
• Risk status: indicates whether the risk is active or whether it has been mitigated;
• Risk potential: indicates whether the risk can lead to other risk and the potential for a

cascade effect;

These are spread out over several database tables as shown in Figure 6. The number
of database tables depends on how many external events that the state DOT identifies
in its risk elicitation process. Each table is populated following the results of the spatial
integration and can be populated by data from various input sources. For example, the
financial risk table is populated from the highway corridor inventory data, as well as the
financial/business operations data. The role of the API in Figure 5 is to map each table
with the relevant fields from the aggregated data.

Figure 7 shows a flowchart of how an agency can implement the proposed database
integration framework. It begins from a very collaborative workshop whose main goal is
to synthesize the risk events, assets, and data needs to be aggregated and how to measure
the risk impacts using the identified data as well as the granularity level of the analysis
that the agency desires to drive its decision-making.

6.1. Risk Management Data Implementation

A demonstration of the risk management database integration framework is imple-
mented using Iowa data on its pavement management program as well as supplementary
data. Iowa was chosen based on the accessibility and availability of data that could be used
to develop a realistic demonstration of the capabilities.

From the NCHRP 800 Report, “the Iowa DOT has an active and mature GIS program
and is well placed to leverage a variety of data sources” [8] that can be used for asset
management decision support. The department collects and maintains geospatial data sets
that can provide additional information that can be tapped for a rich risk management
database. Available pavement data include condition data, international roughness index
(IRI), rutting, friction, cracking, faulting, and material tests for specific projects. Other
available data include traffic, economic drivers, land use, and weather information.
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While the network level information is aggregated to planning corridors as shown in
Figure 8 from the Planning Division, the demonstration illustrates the use of GIS to integrate
network- and project-level data that have been identified via the risk identification process
to be relevant to the risk management process to produce a risk management database to
support trend analysis and pattern detection—and communicate results of these analyses
in order to identify an appropriate mitigation response.
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6.2. Methods and Materials

The data integration framework for populating the risk management database is
implemented using two applications—namely, Feature Manipulation Engine (FME) and
the ESRI suite of geospatial tools.

6.2.1. Feature Manipulation Engine

The Feature Manipulation Engine (FME) is a proprietary product from Safe Software.
FME is a data integration and transformation tool for automating data processing work-
flows. It is the engine responsible for the spatial integration component. It can read and
transform data from various popular formats. In addition, even though coding is not
required to build the processes, it provides the ability to write programs using Python
and R to extend the functionality of the workflow. This is very important, as it provides
the option of designing the API using inbuilt functionality or using the programming
language support to design an efficient process for the API to communicate with the spatial
integration module. As a result, FME makes cross-platform development simpler with the
availability of programming using Python, while allowing developers to create seamless
user experiences for the end-users. In addition, it enables declarative data fetching where a
client can specify exactly what data it needs from an API. As a result, the API allows for
fine-grained insights about the data that is requested on the backend. As each client speci-
fies exactly what information it is interested in, it is possible to gain a deep understanding
of how the available data is being used. This can help in evolving an API and deprecating
specific fields that are no longer used. Figure 9 shows a generic workflow of how the FME
works. In the example, it reads data from two sources, A and B, and integrates the data
into one dataset C via built-in or customized transformation tools appropriate for the data
sources and the desired outcomes.



CivilEng 2021, 2 207

CivilEng 2021, 2, FOR PEER REVIEW 15 
 

 

integration module. As a result, FME makes cross-platform development simpler with the 
availability of programming using Python, while allowing developers to create seamless 
user experiences for the end-users. In addition, it enables declarative data fetching where 
a client can specify exactly what data it needs from an API. As a result, the API allows for 
fine-grained insights about the data that is requested on the backend. As each client spec-
ifies exactly what information it is interested in, it is possible to gain a deep understanding 
of how the available data is being used. This can help in evolving an API and deprecating 
specific fields that are no longer used. Figure 9 shows a generic workflow of how the FME 
works. In the example, it reads data from two sources, A and B, and integrates the data 
into one dataset C via built-in or customized transformation tools appropriate for the data 
sources and the desired outcomes. 

In this implementation, the FME is used as the API as it allows different data formats 
and sources to be consumed on the same platform. Figure 10 is an example of the API 
design workflow that was implemented in FME. Most transportation agencies data are 
already geo-enabled as point, linear (line), or areal (polygon) data. Other data includes 
comma-delimited files (CSV), Extensible Markup Language (XML) formats, etc. These will 
need to be added geometry to facilitate aggregation to the study sites (corridors). The 
transformation nodes in Figure 10 are where the FME implements routines for extracting 
only the relevant information from the data sources. This improves efficiency, as the sys-
tem is not bugged down with unnecessary data processing. 

 
Figure 9. Generic FME workflow. 

 
Figure 10. API design workflow. 

6.2.2. ESRI Tools 
While the FME does provide a map display for visualization, it is not built for the 

robust visualization of spatial data, as it is intended to be used for transformation. Figure 
11 shows the overlay of all the sample input data from the Iowa demonstration using 
ESRI’s ArcGIS Desktop®. ESRI is the most popular GIS vendor for state DOTs and most 
state DOTs have one or several of its desktop applications already in use. Like FME, it also 
comes with programmable GIS functionality for extending its application. 

Figure 9. Generic FME workflow.

In this implementation, the FME is used as the API as it allows different data formats
and sources to be consumed on the same platform. Figure 10 is an example of the API
design workflow that was implemented in FME. Most transportation agencies data are
already geo-enabled as point, linear (line), or areal (polygon) data. Other data includes
comma-delimited files (CSV), Extensible Markup Language (XML) formats, etc. These
will need to be added geometry to facilitate aggregation to the study sites (corridors). The
transformation nodes in Figure 10 are where the FME implements routines for extracting
only the relevant information from the data sources. This improves efficiency, as the system
is not bugged down with unnecessary data processing.
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6.2.2. ESRI Tools

While the FME does provide a map display for visualization, it is not built for the
robust visualization of spatial data, as it is intended to be used for transformation. Figure 11
shows the overlay of all the sample input data from the Iowa demonstration using ESRI’s
ArcGIS Desktop®. ESRI is the most popular GIS vendor for state DOTs and most state
DOTs have one or several of its desktop applications already in use. Like FME, it also
comes with programmable GIS functionality for extending its application.

6.2.3. Data Processing

As with any data from disparate sources and collected for different applications, there
is need for data cleaning to streamline the integration process. First and foremost, the
data are checked for the data model and the metadata that will determine how the data
extraction and integration API will be designed. In addition, missing data, incomplete
records, or invalid data are evaluated as well as the coordinate system of data collection or
archival. For example, point data such as events with latitude and longitude information
will need to be re-projected to match the coordinate system of corridor features that have
been integrated to ensure that the points are aggregated to the correct corridor.
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Figure 12 shows the workflow for the point data sources. The event data are archived
using CSV files with latitude and longitude fields that are passed through the vertex creator
to add geometry and are then re-projected to match the coordinate system of the corridor as
shown. Additionally, the pavement condition data which are already in points are passed
directly to be re-projected. Both streams of data are then integrated to the corridor by
spatial assignment. There is a buffer application that ensures that whatever points that
gets assigned to the corridor are within 20 m. The output of the spatial integration is
passed through a filter that enables further quality control/quality assurance to ensure the
integrity of the process as shown in Figure 13. In Figure 13, data passing the filter are then
summarized by corridor and then the risk database tables are populated accordingly.

Not all data sources are point data; some are area data, such as the weather information
from the Iowa Mesonet [38] that breaks the state into geographic grids, and climate data
are aggregated to these grids. The same overall process, as shown in Figures 12 and 13,
will still apply to their integration with the corridor but with a different spatial assignment
protocol that takes into account the areal characteristics.

6.3. Decision-Making

At the core of the need for a risk management database is to be able to integrate data
from various relevant sources and show the results in a form that enables further analysis
and decision-making. Figure 14 shows the results of the data integration with the risk
database table populated with sample values. The risk data base in this demonstration is a
file geodatabase. A file geodatabase is an ESRI proprietary database that provides all the
functionality of an object relational database for spatial as well as non-spatial attributes.
Additional tables can be synthesized based on any desired outcome.
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The integration of historical and current data can be an effective tool to understand
past and existing system performance. The results can be very important for analyzing the
causes of asset failures and understanding the spatial and temporal dynamics of such in
order to help prioritize the types of risks identified. This can be very useful for developing
a quantitative measurement of risk that can go a long way to help track, monitor, and
continuously update evolving risk registers for state DOTs.
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In addition, the data can be used to create a benchmark of asset performance as a very
useful tool for understanding the impacts of the identified risks. In fact, using the available
data to track for the identified risks is the essence of risk analysis. Statistical tools can
then be employed to assess the expected performance of the transportation system under
different risk scenarios. Figure 15 shows how the results of the data integration can be used
for decision-making. Figure 15 presents a categorical method of presenting quantitative
data to show areas of interest on the I-80 corridor. These are areas of high impact to freight
travel should any risk event take place on those corridors shown in red. Additional maps
can be produced based on all the underlying datasets that have been integrated to show
what is driving the issue, providing decision-makers with options in their risk mitigation
approaches and the benefit–cost implications of each option.
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Within the context of risk-based TAMP, leveraging available data and analysis tools
helps visualize and articulate, in both qualitative and quantitative terms, how the com-
bination of various risks and mitigation strategies would impact performance targets. It
paves the way for the consideration of how various factors, such as revenue constraints,
demographic trends, economic shifts, or technological innovation can affect a state or
region and its transportation system performance [39].

7. Conclusions

The goal of transportation asset management is the development of a decision-support
framework that is integrated with quantitative data that measures how an organization’s
financial plan and investments strategies impact its assets’ current and future performance
in the face of uncertainty. The state of practice on how agencies are developing their
risk-based asset management plans show that state highway agencies are increasingly
adapting the way they do business to include explicit considerations of these uncertainties.
However, while risk is acknowledged it is not yet integrated in TAM and this is because of
the lack of data linkages and the absence of an actionable risk management framework.
Therefore, since the documentation of agency risks was required as part of MAP-21, a
risk management database system was implemented. This database will improve the still-
emergent risk management methodology among state DOTs. It provides a tool by which
the risks within the agency can be effectively visualized and managed as part of the ongoing
process of risk-based TAMP. Many agencies must deal with legacy data while avoiding
the loss of continuity in their management practices. Usually, disparate DOT business
practices and the decades-long processes of asset development and life-cycle services have
produced varied datasets that need data integration for effective risk management. To
mitigate this, the risk management database framework utilizes GIS and APIs to implement
a risk management database that is able to integrate varied datasets from enterprise as well
as legacy data collection systems to provide a unified risk management database.

While GIS aids in the integration of the data, the use of APIs allows for a transfor-
mation of the information within the data to paint a common risk picture of the network.
This synergy between GIS and APIs in the risk management database implementation
provides a way for risks identified by the agency to be easily added, updated, and modified
irrespective of their spatial nature as new data become available, ensuring that the risk
calculations are up to date and relevant.



CivilEng 2021, 2 212

In addition, along with the implementation of the risk management database frame-
work, practical approaches for risk calculations were developed. The risk calculations were
included using the API, therefore making it easy for state DOTs to add to their functionality
as well as remove obsolete functions. Hence, in terms of evaluation the contribution of
this framework is to enable agencies make the best decision given the data available. As
a result, as new questions arise or improvements in data collection technologies or new
knowledge in terms of updating risk calculations appear, the framework is designed to
accommodate them. An integrated risk database provides agencies the ability to constantly
ask questions about the quality of the information that is driving their decision-making and
identify additional data that can improve that quality or value of the information driving
the decision.

Finally, the rapid evolution of data and information technologies present both oppor-
tunities and challenges as agencies seek to ensure that the transportation system continues
to perform effectively and efficiently. A risk management database provides a vital step
to increasing the returns on investment of all the data collection investments both in new
technologies and new initiatives and to translate the information to actionable intelligence
for ensuring the good stewardship of public funds.
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