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Abstract: This paper proposes a MAC protocol for ad hoc networks using In-band Full-duplex 
(IBFD) wireless communications, which are named as AdHoc-FDMAC. To utilize IBFD communi-
cations in ad hoc networks, this protocol modifies a number of control frames in the IEEE 802.11 
Distributed Coordination Function (DCF) MAC standard. Here, the detailed time sequences for all 
types of IBFD communications are shown for the data transmission and routing. In this paper, the 
probability and throughput equations for IBFD communications in different situations have been 
derived. The performance of the proposed AdHoc-FDMAC has been analysed in terms of probabil-
ity, throughput, and routing time. The Maximum throughput of AdHoc-FDMAC has been found to 
be 48.34 Mbps, and it is compared with a recently published ad hoc MAC as well as with the con-
ventional HD MAC. The AdHoc-FDMAC outperforms the recently published ad hoc MAC and 
conventional HD MAC by 16.80% and 66.50% throughput gain, respectively. AdHoc-FDMAC in-
corporates the existing Ad hoc On-demand Distance Vector (AODV) routing protocol, but this 
AODV routing is utilized here using IBFD communications. This paper also compares the routing 
time of the IBFD-based AODV with the conventional AODV. The result shows that the IBFD-based 
AODV requires 33.33% less routing time than that of the conventional AODV for 3-hop distance 
between the transmitter and receiver. This paper suggests that the AdHoc-FDMAC protocol pro-
vides much more throughput in ad hoc networks by utilizing IBFD communications. 
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1. Introduction 
In this epoch of modern technology, people are connected to each other by means of 

wireless communications. It incorporates billions of nodes without any physical medium. 
Nowadays, a lot of research works have been conducted in this area of wireless commu-
nication. Based on the architecture, wireless network is categorized into two types, infra-
structure-based network and infrastructure less network. This infrastructure less network 
is named as ad hoc networks. The wireless ad hoc network is an assembly of wireless 
nodes where all the nodes are connected with each other without a fixed infrastructure, 
such as the Access Point (AP) or Base Station (BS). All nodes in an ad hoc network consist 
of transceivers and they also all act as routers; thus, every node in the network spontane-
ously forms their own network without the help of a fixed infrastructure. The ad hoc net-
work is more economical, simple to establish and terminates in contrast to other networks; 
however, it is power consuming [1]. Moreover, ad hoc networks have a non-hierarchical 
distributed control, for which these nodes can be connected easily and can communicate 
quickly. 

In conventional Full Duplex (FD) communications, the transmitter and receiver can 
transmit and receive simultaneously by using either time splitting or frequency splitting, 
but without time and frequency splitting, the transceiver cannot transmit and receive sim-
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ultaneously due to the self-interference in the receiver end [2]. In recent years, a substan-
tial number of studies have been conducted to mitigate self-interference. A study is per-
formed on self-interference suppression by using an adaptive filter called Analog Least 
Mean Square (ALMS) loop [3]. A noise cancellation chip is used to cancel noise as the echo 
signal suppression in the telecommunication system. However, this chip cannot suppress 
the self-interference completely. In [4], the digital self-interference cancellation technique 
is used to reduce the residue self-interference. Another research diminishes the self-inter-
ference by almost 120 dB [5]. These self-interference cancellation mechanisms enable a 
node to transmit and receive simultaneously using the same frequency. This communica-
tion technique is named as the In-band Full-duplex (IBFD) wireless communications. With 
the self-interference cancellation in the physical layer, an efficient Medium Access Control 
(MAC) protocol is mandatory in the datalink layer in IBFD communications. As the exist-
ing IEEE standard cannot support IBFD communications, an efficient MAC protocol is 
necessary to utilize the FD benefit efficiently. 

As the data traffic will be huge in the near future, it is crucial to develop a technique 
that will provide high throughput. The IBFD communications has the capability to in-
crease the throughput up to twice theoretically compared with conventional FD [6]. There-
fore, this IBFD communication technique has the capability to alleviate the huge data traf-
fic problem in the near future. Moreover, it increases the spectral efficiency and ergodic 
capacity as well as reduces feedback delay and end to end delay [6]. 

The IBFD communication is classified as Bidirectional Full Duplex (BFD) and Three 
Node Full Duplex (TNFD) [7]. In this case, a FD capable node transmits data to one node 
while receiving data from another node. In the BFD transmission, two Full Duplex Nodes 
(FDNs) transmit and receive data simultaneously, as shown in Figure 1a. Here, node 1 
and node 2 transmit and receive data simultaneously to/from each other. In Figure 1a, 
node 1 acts as a Primary Transmitter (PT), since it initiates the transmission and node 2 is 
the Primary Receiver (PR), since it is the receiver of the primary transmission. On the other 
hand, node 2 acts as the Secondary Transmitter (ST) and node 1 acts as the Secondary 
Receiver (SR). The TNFD transmission can be categorized as the Destination-Based TNFD 
(DTNFD) and Source-Based TNFD (STNFD). In DTNFD, node 4 (PT) transmits data to 
node 3 (PR) and node 3 transmits data to node 5 (SR) (Figure 1b). Here, node 3 works as 
PR as well as ST. Figure 1c shows the STNFD transmission, where node 6 (PT) transmits 
data to node 8 (PR) and PR does not have data to PT but a ST (node 7) has data for PT. 
Therefore, node 7 (ST) transmits data to PT. In this case, node 6 (PT) also acts as an SR. 
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Figure 1. Different types of IBFD transmission: (a) BFD, (b) destination-based TNFD, (c) source-
based TNFD. 

A MAC protocol named AdHoc-FDMAC for the ad hoc network using IBFD wireless 
communications has been proposed in this paper. The network structure of the proposed 
MAC is shown in Figure 2, where all the nodes are considered Full Duplex Nodes (FDNs) 
because of the advantages of FDNs over Half Duplex Nodes (HDNs). A conference paper 
has been published based on the basic idea of this proposed AdHoc-FDMAC [8]. Only 
BFD communications were considered in the paper [8]. However, in this paper, both 
source-based TNFD and destination-based TNFD communications along with BFD com-
munications are considered. In addition, this paper shows different performance analyses, 
namely probability analysis, throughput analysis and routing time. The major contribu-
tions of this paper are given below: 
• An IBFD MAC protocol is proposed for the ad hoc network named AdHoc-FDMAC, 

where all nodes are FDNs. 
• This MAC describes all possible types of IBFD communications. 
• The performance analyses are performed in terms of probability analysis, throughput 

analysis and routing time. 
• The throughput of this AdHoc-FDMAC is compared with a recently published ad 

hoc MAC protocol as well as with the conventional HD communications. The 
AdHoc-FDMAC significantly outperforms the existing ad hoc MAC that uses IBFD 
communications. 

• The simulation result shows that the routing time is significantly lower than that of 
the conventional FD communications. 

 
Figure 2. Proposed network model for AdHoc-FDMAC. The single alphabets in the figure are node 
labels. 

2. Literature Review 
With the advancements in the physical layer, an effective MAC protocol is crucial in 

IBFD communications to exploit its benefit properly. A substantial amount of MAC pro-
tocols is proposed for ad hoc networks and other types of wireless networks. Although 
many of these protocols are designed using IBFD technique, all of them do not consider 
all possible types of IBFD communications as well as most of them are not proposed for 
ad hoc networks. Moreover, some of these do not consider the Inter-user-interference (IUI) 
and some cannot support the hidden and exposed terminal problems. A MAC protocol is 
designed in [2] for both infrastructure-based WLAN and ad hoc network, which supports 
all possible TNFD and BFD communications. However, this MAC cannot support the con-
dition when transmitter and receiver nodes are out of the transmission range between 
each other in ad hoc networks. Moreover, the SR always measures the signal to interfer-
ence ratio in that MAC during TNFD communications to extinguish IUI. Thus, it increases 
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the computational load and network complexity. Furthermore, this design does not 
demonstrate the Network Allocation Vector (NAV) for various nodes. The authors in [9] 
proposed an OFDM-based 20 MHz multi-antenna FD MAC protocol. Another FD MAC 
has also been proposed in [10]. Both MAC protocols in [9,10] only consider BFD commu-
nications, but TNFD communications are not supported. Moreover, those MAC protocols 
are not for ad hoc networks. Another MAC protocol is proposed in [11] for the ad hoc 
networks using IBFD communications, where all the nodes are FDNs. This MAC is de-
signed for BFD and destination-based TNFD communications, but it has not considered 
the source-based TNFD communications. Moreover, IUI is not considered in this MAC. 
Therefore, IUI will affect the TNFD communications greatly. In [12], a FD MAC protocol 
is proposed for ad hoc networks, which considers only BFD communications and desti-
nation-based TNFD communications, but source-based TNFD is not considered. Further-
more, in this MAC, to reduce IUI between PT to SR, ST uses its past information. This 
technique is not efficient for the networks where topological changes occur very rapidly. 

A MAC protocol is proposed, named the distributed-access FD MAC in [13] for ad 
hoc networks, where the transmitting node transmits data to the receiver via intermediate 
nodes and all the nodes are FD capable. However, this paper does not describe how the 
path is selected from the transmitter to receiver. Recently, an IBFD MAC is proposed to 
perform Collision-Free FD (CFFD) communications among neighbours [14]. Here, the 
modified Request to Send (RTS) and Clear to Send (CTS) frames are used to reduce control 
message overhead, and these are used to reserve the data slot for FD transmission. How-
ever, the Acknowledgement (ACK) frame is not used here. Therefore, the source node is 
not informed whether data transmission is successful or not. It shows that no collision 
occurs in the data slot during data transmission. However, it is not clear how the data 
from a distant node will reach to the monitoring station or control center in an ad hoc 
network. In [15], an FD-MAC protocol is proposed for the infrastructure-based WLAN, 
where a shared random backoff, virtual backoff and header snooping methods are used 
for different types of IBFD of data transmission. This MAC supports BFD and source-
based TNFD communications, but it does not consider destination-based TNFD commu-
nications. Furthermore, no handshake mechanism is used by this MAC; therefore, this 
MAC is not able to mitigate the hidden terminal problem. For asynchronous FD commu-
nications in ad hoc networks, a MAC is designed using the IBFD technique in [16]. That 
MAC only supports BFD communications; the TNFD is not supported by this MAC. In 
[17], an asymmetric MAC protocol is proposed for the infrastructure-based WLAN. In this 
design, all possible IBFD communications are considered except the source-based TNFD. 
This MAC considered IUI during TNFD communications. 

A MAC protocol designed in [18] named Interference Free Full Duplex (IFFD) with 
power control MAC for WLAN, where only the AP is FDN and other nodes are HD capa-
ble. Thus, BFD communications are not possible by this MAC. Moreover, this MAC al-
ways analyses the transmission power of the transmitter and transmission range between 
the transmitter and receiver to mitigate IUI, which increases the complexity and compu-
tational load. The Full Duplex Multi-channel MAC (FD-MMAC) is proposed to mitigate 
the hidden terminal problem in the multi-channel for removing the controlling signals 
[19]. It considers the multi-channel exposed terminal problem. In this MAC protocol, the 
receiver node continuously transmits beacon packets during the whole period of data 
transmission. These beacon packets do not contain any kind of user information. Thus, 
this MAC cannot utilize FD potentiality completely based on user data communications. 
Moreover, due to the continuous beacon packet transmission by the receiver node during 
data transmission, this design is not enabled to perform the TNFD communications. 

3. Proposed MAC Protocol: AdHoc-FDMAC 
This MAC is proposed for FD communications using the IBFD technique, where all 

the nodes are FDNs. This section is described in two subsections, namely the control frame 
and data transmission. 
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3.1. Control Frame 
In this proposed AdHoc-FDMAC protocol, we use a number of control frames, where 

some are the same as the frames that exist in the IEEE 802.11 standard, and these are RTS, 
CTS and ACK. However, some control frames are modified to support the IBFD commu-
nications. The modified control frames are CTS with Acknowledgement Indicator (CTS-
AI), CTS with Secondary Receiver Address (CTS-SRA), which are depicted in Figure 3. A 
one-bit field named the Acknowledgement Indicator (AI) is appended with CTS frame to 
obtain CTS-AI, where the AI value ‘1′ means the PR has data to the PT as well as ‘0′ means 
the PR does not have data to the PT, and this new frame is used for the BFD and source-
based TNFD communication. Similarly, to obtain CTS-SRA, a 6 bytes Secondary Receiver 
Address (SRA) field is comprised with the CTS frame, and it is utilized for destination-
based TNFD communications. As the destination is out of the range of the transmitter, 
this paper applies the Ad hoc On-demand Distance Vector (AODV) routing algorithm to 
select the route in ad hoc networks. The Route Request (RREQ) and Route Reply (RREP) 
are the two frames of the AODV algorithm, which are also shown in Figure 3 [20]. 

 
Figure 3. Control frames. 

3.2. Data Transmission 
Data transmission in ad hoc networks is more complex than that in access point-

based networks. In the access point-based network, all the nodes are connected through a 
common AP and a source node can easily transmit its message to the destination through 
AP. Conversely, if the destination node is out of the transmission range of the source in 
the ad hoc network, the source first selects an efficient route to the destination using a 
prominent routing algorithm and then transmits its data to the destination through this 
route using one or more relay nodes. The data transmission procedures using this AdHoc-
FDMAC are described in the following two cases: 
• Transmitter and receiver are out of the data transmission range; 
• Transmitter and receiver are within the data transmission range. 

3.2.1. Transmitter and Receiver Are out of the Data Transmission Range 
If the destination or receiver is out of the transmission range of the source/transmit-

ter, firstly it needs a route discovery protocol to find an efficient route from the source 
node to destination node. After selecting a route, the data transmission takes place from 
the source to the destination. In this paper, we use a famous route discovery protocol 
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named AODV [20]. Here, at first the source sends a Route Request (RREQ) message to its 
neighbour nodes. The neighbours broadcast this message to their neighbours and this 
broadcast process is repeated continuously until the destination node is found. Every 
node has its own sequence number and broadcast ID. The RREQ message contains an 
important field, named the hop count, and this hop count is increased from every trans-
mission of RREQ from one node to its neighbour node. An intermediate node can receive 
more than one RREQ messages with the same source address and broadcast ID from dif-
ferent neighbour nodes, but it only records the broadcast ID of the neighbour from which 
it first receives the RREQ message to its own route cache, and other RREQ messages re-
ceived later are discarded. Every neighbour node maintains a route cache to set up a re-
verse path. When the RREQ message reaches the destination node, then the destination 
sends a Route Reply (RREP) message to the source through the same path that is used to 
send the RREQ message to destination. If the destination receives more than one RREQ 
message, it selects the route whose hop count is smaller. Before sending the RREQ/RREP, 
the transmitter senses the channel, whether it is idle or busy. If the channel is free, the 
transmitter sends the control frame. 

The AODV protocol uses the conventional HD communications. However, we utilize 
AODV with IBFD communications, and it is depicted in Figure 4. According to the net-
work topology, in Figure 2, node R and E have data to send C and MS respectively, but C 
is out of range of node R and MS is out of the range of E. In Figure 4, we demonstrate how 
both R and E nodes select the route to transmit thee data to their destination simultane-
ously. 

(a) 

(b) 
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Figure 4. FD data transmission when transmitter and receiver nodes are out of the range between 
each other; (a) route selection process; (b) data transmission process. 

To select a route, E transmits the RREQ message to D, D to B and B transmits the 
RREQ to both MS and C simultaneously and then C sends it to MS. Although the destina-
tion MS receives two RREQ massages from E using two different routes, MS selects the E-
D-B-MS route according to the AODV algorithm, as the hop count is smaller here. Simi-
larly, another node R selects the R-D-B-C route using the AODV algorithm at the same 
time. 

We divide the total data transmission process into two parts, namely the Figure 4a 
route selection process and Figure 4b data transmission process. According to Figure 4a, 
R transmits a RREQ-C message to the relay node D and it receives this message. Then, D 
transmits RREQ-C to B. While transmitting RREQ-C, D also receives RREQ-MS that is 
transmitted by E, as shown in Figure 4a. After that, D sends RREQ-MS to B and at the 
same time, B sends RREQ-C to destination node C. After receiving RREQ-C from B, C 
waits for processing the information and B sends RREQ-MS to destination MS. Then, C 
sends a route reply RREP-R to B. Afterwards, MS transmits RREP-E (route reply to the 
source E) frame to B. By using these relay nodes B and D, both C and MS transmit their 
RREP-R and RREP-E frame to the sources R and E, respectively. Consequently, according 
to the previous description, the route reply reaches to its destination. After receiving the 
route reply, the data transmission process takes the place as shown in Figure 4b. After-
wards, both data frames are relayed by relay nodes D and B and are received by C and 
MS, as in Figure 4b. After data transmission, both C and MS send their acknowledgement 
frames to the corresponding transmitters. 

3.2.2. Transmitter and Receiver Are within the Data Transmission Range 
Here, IBFD data transmissions are described in the following two sub-sections, when 

transmitter and receiver are in the data transmission range, namely: 
• BFD communications; 
• TNFD communications. 

BFD Communications 
In the ad hoc network, Downlink (DL) data flow (From MS to any node) is not so 

high compared to Uplink (UL) data flow (from any node to MS). Hence, the volume of 
data flow from MS to other nodes is lower than that of other nodes to MS. For this reason, 
there is a higher probability that when MS initiates the transmission, the corresponding 
receiver node also has data for MS. Therefore, the probability is very high to be BFD com-
munications when MS initiates transmissions. The data transmission process for BFD 
communications with our proposed MAC is shown in Figure 5. According to Figure 5, 
both MS and B have data for  each other. At first, MS senses whether the channel is idle 
or not. If the channel is idle and back-off timer reaches zero, it transmits an RTS to B and 
waits for a SIFS time. After receiving RTS, B transmits a CTS-AI frame to MS with the AI 
value ‘1′ and all the neighbour nodes are informed that B is ready to receive from MS and 
also has data for MS. Then the BFD communication is performed, as shown in the Figure 
5. After finishing data transmission, both nodes exchange their ACK frames. However, 
HD communication takes place, if B as well as other nodes, which are hidden to the MS, 
have no data to send. 
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Figure 5. Time sequence of the proposed MAC for BFD (the MS initiates the transmission). 

TNFD Communications 
When a PT transmits data to a PR, any ST may provide data to the PT or the PR may 

provide data to any SR. First one is the source-based TNFD and second one is the desti-
nation-based TNFD communications, which is discussed in the introduction section. The 
TNFD communications in AdHoc-FDMAC are described below with proper time se-
quence diagrams. 
Source-based TNFD communications: 

The time sequence for source-based TNFD communication is shown in Figure 6. 
Here, we have described this communication using five nodes, namely A, C, F, G and M, 
where node A is considered as PT and SR, node G is PR and node M is ST. When PT wins 
the channel access, it sends its data to PR. We assume that the node A has data to node G 
and A obtains the channel access. At first, A transmits its RTS to G. After receiving RTS, 
the node G waits for a SIFS time and then transmits CTS-AI to A, where the AI value is 
‘0′, which means node G has no data for A. After that, the node A broadcasts a ‘1′ bit flag 
named the Notification Flag (NF) to inform its neighbours that the nodes who want to 
transmit data to A can transmit now. Hence, the nodes that have data for the PT and hear 
the NF but cannot hear the CTS-AI, stop their NAV and start their Random Timer (RT). 
This condition is applied to mitigate the inter-user interference. The node whose RT value 
is minimum, sends its data packet to the PT after sensing the channel idle. As shown in 
Figure 6, nodes C, M and F start their RTs and M’s random timer value is minimum. 
Therefore, M sends data to A. When the RTs of other nodes (C and F) stop, the nodes sense 
the channel and find it busy, as M already started its transmission. 
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Figure 6. Time sequence of the proposed MAC for source-based TNFD (the rest of the nodes except 
MS initiate the transmission). 

Therefore, node C and F resume their NAVs. Node A also transmits it data packet to 
G simultaneously. At the end of data transmission, both receiver nodes reply with ACK 
to their corresponding transmitters. If the ST does not provide data to PT A, the HD com-
munication will take place. 
Destination-based TNFD communications 

The time sequence for the destination-based TNFD communications is shown in Fig-
ure 7. As shown in the Figure 7, the PT (node A) starts the transmission by sending RTS 
to the PR (node C). In this case, the PR has no data to the PT, but it has data for another 
node B that is the SR now. Thus, after receiving the RTS, the PR waits a SIFS time and 
transmits a CTS-SRA frame to both the PT and SR. This CTS-SRA frame contains the ad-
dress of the SR in its SRA field. Therefore, both PT and SR are informed that C has data to 
B. After hearing CTS-SRA, node B sends CTS, if it cannot hear RTS from A (this condition 
is to mitigate the inter-user interference). Afterwards, nodes A and C transmit their data 
to the corresponding receiver nodes C and B, respectively. After receiving the data pack-
ets, both PR (node C) and SR (node B) sends the ACK frame to their corresponding trans-
mitters. If the SR does not reply with CTS-SRA, it becomes an HD communication only. 
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Figure 7. Time sequence of the proposed MAC for destination-based TNFD (the rest of the nodes 
except MS initiate the transmission). 

4. Mathematical Analysis 
In this section, we calculate the probability equations for BFD and TNFD communi-

cations, because most of communications will be either BFD communications or TNFD 
communications, if it is considered that all nodes have data to send. The probability equa-
tions are calculated using the Packet Generation Rate (PGR) by each node (λ). We assume 
that the total number of nodes are ‘n’ and the percentage of hidden nodes is ‘α’. Here, it 
is considered that packet arrival process is the ‘Poisson process’ and the service time dis-
tribution is ‘exponential’. 

In general, packets wait in the queue before transmission. The average waiting time 
before transmission is 𝑻𝑾𝑨𝑰𝑻 and it is assumed as an M/M/1 queueing system. Therefore, 
the equation of the average waiting time is, 𝑻𝑾𝑨𝑰𝑻 = 𝒕𝒐𝒕𝒂𝒍 𝒑𝒂𝒄𝒌𝒆𝒕 𝒈𝒆𝒏𝒆𝒓𝒂𝒕𝒊𝒐𝒏 𝒓𝒂𝒕𝒆(𝒔𝒆𝒓𝒗𝒊𝒄𝒆 𝒓𝒂𝒕𝒆 − 𝒕𝒐𝒕𝒂𝒍 𝒑𝒂𝒄𝒌𝒆𝒕 𝒈𝒆𝒏𝒆𝒓𝒂𝒕𝒊𝒐𝒏 𝒓𝒂𝒕𝒆)  𝒔𝒆𝒓𝒗𝒊𝒄𝒆 𝒓𝒂𝒕𝒆  = 𝝀𝒕𝒐𝒕(𝝁 − 𝝀𝒕𝒐𝒕) 𝝁   (1)

where, 𝜆  is the total PGR and 𝜇  is the average service rate of the MS. 
The symbols and description of different variables that we use to calculate probabil-

ity equations are listed in Table 1. 

Table 1. Declaration of variables. 

Symbol of the Variable Description of the Variable 𝑛 Total number of nodes including MS 

M Percentage of average number of nodes within a node’s 
transmission range 𝜆 PGR by each node 𝜆 = 𝑛𝜆 Total PGR 𝛼 Percentage of total hidden nodes 𝑇  Time duration for RTS frame 
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𝑇  Time duration for CTS-AI frame 𝑇  Time duration for CTS-SRA 𝑇  Time duration for acknowledgement frame 𝑇  Time duration for short interframe space (SIFS) 𝑇  Time duration for data packet 𝑃  Probability of BFD communications 𝑃  Probability of STNFD communications 𝑃  Probability of DTNFD communications 𝑃 = 𝑃 + 𝑃  Total probability for TNFD communications 𝐿  Uplink data length 𝐿  Downlink data length 𝑇ℎ  Throughput for BFD communication 𝑇ℎ  Throughput for STNFD communication 𝑇ℎ  Throughput for DTNFD communication 𝑇ℎ  Throughput for HD communication 𝑇  Transmission time for BFD communication 𝑇  Transmission time for STNFD communication 𝑇  Transmission time for DTNFD communication 𝑇  Transmission time for HD communication 𝑇  Transmission time for uplink or downlink data 𝑇  Time of random timer 

4.1. Probability Analysis 
The probability equations of BFD and TNFD communications are derived here, and 

it is described in this section. 

4.1.1. Probability Equation for BFD Communications 
When a PT initiates the transmission by sending RTS to a PR, BFD will take place if 

the PR has data for the PT; the probabilities are given below: 

• The conditional probability that the PT (or MS) has a data packet for PR is ( ) . 

• The probability that the corresponding PR has at least one data packet for PT in time 𝑇 = 𝑇 + 𝑇 + 𝑇  is (1 − 𝑒 𝜆 ). 
Therefore, the probability for BFD communication is, 𝑃 = 𝑚(𝑛 − 1)𝜆𝜆𝑡𝑜𝑡 1 − 𝑒−𝜆 𝑇1 . (2)

4.1.2. Probability Equation for TNFD Communications 
The probability equations for the two types of TNFD communications are derived in 

this section, and these are described as follows, 

Source-Based TNFD Communications 

• The conditional probability that PT has data packet for PR is ( )𝜆. 
• The probability that the corresponding PR does not have data for corresponding PT 

in time 𝑇  is (𝑒 𝜆 ). 
• The nodes (ST) that are hidden to the PR have minimum one data packet for the PT 

in time 𝑇  (where,𝑇 = 𝑇 + 𝑇 + 𝑇 + 2𝑇 + 𝑇 ) is {1 − 𝑒 ( ( )𝜆 ) }. 
Hence, the probability for the STNFD communications is, 
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𝑃 = 𝑚(𝑛 − 1)𝜆𝜆𝑡𝑜𝑡 (𝑒−𝜆 𝑇1){1 − 𝑒−(𝛼𝑚(𝑛−2)𝜆𝑇2) } (3)

Destination Based TNFD Communications 

• The conditional probability that the PT has data for PR is ( )𝜆. 
• The probability that the corresponding PR does  not have data for the PT in time 𝑇  

is (𝑒 𝜆 ). 
• The probability that the PR (it acts as ST also) has minimum one data packet in time 𝑇  for any other node that is hidden from PT and is in the range of PR is  {1 −𝑒 ( ( )𝜆 ) }𝛼. 

Thus, the probability for the DTNFD communication is, 𝑃 = 𝑚(𝑛 − 1)𝜆𝜆𝑡𝑜𝑡 (𝑒−𝜆𝑇1){1 − 𝑒− 𝑚(𝑛−2)𝜆𝑇1 }𝛼 (4)

Therefore, the total probability for TNFD communication is, 𝑃 =  𝑚(𝑛 − 1)𝜆𝜆 𝑒 𝜆 1 − 𝑒 ( ( )𝜆 )
+ 𝑚(𝑛 − 1)𝜆𝜆 𝑒 𝜆 1 − 𝑒 ( ( )𝜆 ) 𝛼 

(5)

4.2. Throughput Calculation 
In this MAC protocol, we consider the data traffic is symmetric. Thus, the uplink data 

length 𝐿  and downlink data length (𝐿 ) are the same size during the data transmis-
sion. Let, 𝐿 = 𝐿 = 𝐿. To calculate the throughput, we use the following formula: 𝑇ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡 = 𝐴𝑚𝑜𝑢𝑛𝑡 𝑜𝑓 𝐷𝑎𝑡𝑎𝑇𝑟𝑎𝑛𝑠𝑚𝑖𝑠𝑠𝑖𝑜𝑛 𝑇𝑖𝑚𝑒 

Presently, the throughput is calculated for BFD, TNFD and HD communications, us-
ing the following equations, 𝑇ℎ = 𝐿 + 𝐿𝑇 = 2𝐿𝑇  (6)

𝑇ℎ = 𝐿 + 𝐿𝑇 = 2𝐿𝑇  (7)

𝑇ℎ = 𝐿 + 𝐿𝑇 = 2𝐿𝑇  (8)

𝑇ℎ = 𝐿  𝑜𝑟 𝐿𝑇 = 𝐿𝑇  (9)

where, 𝑇 =  𝑇 + 𝑇 + 3𝑇 + 𝑇 + 𝑇 , 𝑇 =  𝑇 + 𝑇 + 𝑇 + 𝑇 + 3𝑇 + 𝑇 + 𝑇 , 𝑇 =  𝑇 + 𝑇 + 𝑇 + 4𝑇 + 𝑇 + 𝑇 , 𝑇 =  𝑇 + 𝑇 + 3𝑇 + 𝑇 + 𝑇  
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5. Result and Performance Analysis 
The performance analysis is described in three subsections, namely, the probability 

analysis, throughput analysis and routing time. All the simulations are performed in 
MATLAB. The simulation parameters are shown in Table 2. 

Table 2. Declaration of variables. 

Parameter Value 
Packet length 1500 bytes 

Data rate 54 Mbps 
Control frame (RTS, CTS-AI, etc.) rate 12 Mbps 

RTS 20 bytes 
CTS-AI 14.125 bytes 

ACK 14 bytes 
RREQ 21 bytes 
RREP 17 bytes 

DIFS time 28 µs 
SIFS time 10 µs 
Time slot 9 µs 

PLCP preamble duration 16 µs 
PLCP header duration 4 µs 

5.1. Probability Analysis 
The probability of BFD and TNFD communications with respect to PGR is shown in 

Figure 8, and the probability of BFD and TNFD communications with respect to the total 
number of nodes is shown in Figure 9. 

 
Figure 8. Probability for TNFD and FD communications vs. PGR. 
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Figure 9. Probability for TNFD communications vs. total number of nodes. 

Figure 8 shows the probability analysis for TNFD communications with respect to 
PGR by each node (packets/s). In this simulation, the number of nodes is 50. The PGR by 
each node is varied from 25 packets/s to 70 packets/s. According to the figure, the proba-
bility for TNFD communications increases significantly with the increase in PGR. How-
ever, the probability for BFD communications grows slowly with the increase in PGR. 
Therefore, the overall probability for FD communications (𝑃 + 𝑃 ) has an increas-
ing trend. 

The results of the probability analysis of different type FD communications with re-
spect to the total number of nodes are depicted in Figure 9, where total number of nodes 
is varied from 5 to 60 nodes. Here, the PGRs are considered as 70 packets/s. According to 
Figure 9, the probability for TNFD communications is growing significantly, as the total 
number of nodes increases. This is because, if the total number of nodes increases, the 
possibility of having more nodes to send data after initiating a transmission by a PT also 
increases. 

On the other hand, the probability for BFD communications is increasing slowly, as 
the number of nodes increases, because most of the cases of BFD communications takes 
place when MS initiates the transmission, which is discussed earlier in Section 3.2.2. 
Therefore, the increase in the number of nodes does not have a high impact on BFD com-
munications, but has a great impact on TNFD communications. 

From Figures 8 and 9, it is significant that if the ad hoc network becomes saturated 
from unsaturated condition, the probability of BFD and TNFD communications increases 
rapidly, and thus the overall throughput increases. 

5.2. Throughput Analysis 
The throughput analysis of the proposed AdHoc-FDMAC is performed in a satura-

tion condition where all the nodes have data to transmit. The simulation for the through-
put analysis is conducted by MATLAB and the result is shown in Figure 10, where the 
throughput of the proposed AdHoc-FD MAC is compared with the conventional HD as 
well as with a recently published MAC protocol named CFFD-MAC [14]. The simulation 
parameters are shown in Table 2. 
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Figure 10. Throughput comparison. 

As shown in the Figure 10, the average throughput for the conventional HD commu-
nication is 24.06 Mbps. The average throughput for AdHoc-FDMAC is 40.06 Mbps, which 
has a 66.50% increase compared with the conventional HD. 

In this simulation, 20% of the nodes are considered as hidden nodes. According to 
Figure 10, the throughput increases as the number of nodes increases. As the number of 
nodes increases, the number of hidden nodes also increases and thus the occurrences of 
having TNFD communications increase. Therefore, the overall throughput increases. 

The throughput of AdHoc-FDMAC and CFFD-MAC are almost same when the num-
ber of nodes are 5 to 10 (Figure 10). After that, the throughput for CFFD-MAC decreases 
gradually compared to the AdHoc-FDMAC, with the increase in the number nodes. This 
is because, if the number of nodes increases, more TNFD communications take place and 
the control overhead for TNFD in CFFD-MAC is higher than that for TNFD in AdHoc-
FDMAC. Thus, the throughput of CFFD-MAC becomes lower than that of the AdHoc-
FDMAC, when the number of nodes increases. The average throughput of AdHoc-
FDMAC and CFFD-MAC are 40.06 Mbps and 34.30 Mbps, respectively. Therefore, 
AdHoc-FDMAC outperforms CFFD-MAC by 16.80% average throughput gain. 

5.3. Routing Time 
In this AdHoc-FDMAC, the AODV routing algorithm is used to select an efficient 

route. The AODV algorithm is used in the AdHoc-FDMAC using the IBFD communica-
tions. The comparison of the routing time of the AODV algorithm using the IBFD tech-
nique (described in Section 3.2.1) and routing time of the conventional AODV algorithm 
(without using IBFD technique) is shown in Figure 11. To calculate the routing time, we 
consider a node in the network from which three hops are required for a packet to reach 
the MS (final destination). Hence, if the packet requires more hops, the routing time be-
comes higher. The figure shows that routing time of AODV algorithm in AdHoc-FDMAC 
is 33.33% less than the conventional AODV routing. 
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Figure 11. Routing time comparison. 

6. Conclusions 
This paper proposes a MAC protocol for the ad hoc network using IBFD communi-

cations, which is a state-of-the-art MAC for wireless communications named AdHoc-
FDMAC. The proposed MAC has been found to have the capability to improve the 
throughput significantly compared to a recent publication in this area. The proposed 
AdHoc-FDMAC also outperforms the conventional counterpart in terms of throughput 
and routing time. As we have to handle a huge volume of traffic, we need to incorporate 
IBFD communications in all kinds of wireless networks. Therefore, this AdHoc-FDMAC 
will play a vital role in the future ad hoc networks. In this paper, we have considered the 
symmetric data traffic and AODV routing algorithm. In the future, this research can be 
extended for the asymmetric data traffic. In addition, other proactive and reactive routing 
algorithms can be incorporated in the future research on the MAC protocol design for ad 
hoc networks. 

This ADHoc-FDMAC protocol is not fully compatible with the present IEEE stand-
ard. IBFD is a new technology and the existing IEEE standard does not support the IBFD 
communications. Therefore, the existing wireless communication devices (such as lap-
tops, mobile phones, WiFi routers, etc.) are not able to perform this IBFD communication 
as well, as this MAC protocol cannot be implemented in these existing devices. To support 
the huge data in our limited bandwidth, IBFD is one of the best potential technologies to 
be implemented in the upcoming new devices. On the other hand, this AdHoc-FDMAC 
is applicable to all the applications that are provided by the existing AdHoc networks, but 
this proposed MAC has a higher capability to handle more data than the existing one. 
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Abbreviations 

The following abbreviations are used in this manuscript: 

ACK Acknowledgement 
ACK-E Acknowledgement with Next Relay Address to E 
ACK-R Acknowledgement with Next Relay Address to R 
ALMS Analog Least Mean Square 
AODV Ad hoc On-demand Distance Vector 
AP Access Point 
BFD Bidirectional Full Duplex 
BS Base Station 
CFFD Collision-free FD 
CTS Clear to Send 
CTS-AI CTS with Acknowledgement Indicator 
CTS-SRA CTS with Secondary Receiver Address 
DATA-E Data from E 
DATA-R Data from R 
DCF Distributed Coordination Function 
DIFS Distributed Inter-frame Space 
DL Downlink 
DTNFD Destination-Based TNFD 
FD Full Duplex 
FD-MMAC Full Duplex Multi-channel MAC 
FDNs Full Duplex Nodes 
HD Half Duplex 
HDNs Half Duplex Nodes 
IBFD In-band Full-duplex 
IFFD Interference Free Full Duplex 
IUI Inter-user–interference 
MAC Medium Access Control 
MS Monitoring Station 
NAV Network Allocation Vector 
NAV(CTS) NAV for CTS 
NAV(CTS-AI) NAV for CTS-AI 
NAV(CTS-SRA) NAV for CTS-SRA 
NAV(RTS) NAV for RTS 
OFDM Orthogonal Frequency-division Multiplexing 
PGR Packet Generation Rate 
PR Primary Receiver 
PT Primary Transmitter 
RREP Route Reply 
RREP-E Route Reply from MS to E 
RREP-R Route Reply from C to R 
RREQ Route Request 
RREQ-C Route Request from R to C 
RREQ-MS Route Request from E to MS 
RTS Request to Send 
SIFS Short Inter-frame Space 
SR Secondary Receiver 
ST Secondary Transmitter 
STNFD Source-Based TNFD 
TNFD Three Node Full Duplex 
UL Uplink 
WLAN Wireless Local Area Network 
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