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Abstract: A vital part of cellular network evolution has been long-term evolution networks. In these
networks, it is important to mitigate inter-cell interference. Fractional frequency re-use has been
proposed to address this. The method involves the division of cells into two regions based on a
signal-to-interference-plus-noise-ratio threshold value. The inner region adopts a frequency re-use
of one (1), while the outer region uses a higher frequency re-use factor. Setting the threshold value
is a critical problem addressed in this paper. The proposed approach adapts techniques used in
image processing called global-thresholding techniques. The approaches considered are iterative
self-organizing data analysis and native integral ratio. Mobile stations in a cell continuously report
their signal-to-interference-plus-noise-ratio values to the base station. These reported values are used
to determine a threshold which dictates which subscribers fall in the inner and outer regions. The
threshold value is periodically updated based on the new reported values over time. Simulations
are used to assess the performance using throughput and fairness metrics. By setting the threshold
optimally, better throughputs and fairness are then achieved. We concluded that native integral
ratio marginally outperformed the iterative self-organizing data analysis method, and it significantly
outperformed static fractional frequency reuse techniques.

Keywords: fractional frequency reuse; native integral ratio; throughput; fairness; iterative self
organizing data analysis

1. Introduction

Orthogonal frequency division multiple access (OFDMA) is a long-term evolution
technology (LTE). OFDMA has been used in cellular networks to effectively reduce intra-
cell interference [1,2]. Fractional frequency re-use (FFR) in LTE networks works by splitting
the cell frequencies into two regions: the outer and the inner regions. The outer region
adopts a higher re-use factor. Typically, a re-use factor of three (3) is commonly used. This
way the frequencies used in the outer region are re-used in alternate cells, hence reducing
cell interference. The inner region uses a more aggressive frequency re-use factor, hence
improving throughput. Signal-to-interference-plus-noise-ratio (SINR) threshold is a very
important parameter in FFR schemes. It dictates which regions the subscribers in a cell
will fall [3]. The problem of setting the SINR threshold to achieve optimal throughput and
fairness are addressed in this paper. This paper also addresses the gap in earlier articles
where the SINR threshold was not continuously updated over time. This is vital since the
cell dynamics keep changing with subscriber movement. There is, therefore, a need to
periodically update the SINR threshold. Some earlier publications also failed to consider
fairness as a performance metric. Throughput alone is not sufficient to measure network
performance. A network can have high throughput which is only concentrated among a
few subscribers with good SINR. Fairness ensures that even subscribers with poor SINR are
also considered during frequency allocation. Image-processing techniques use thresholding
of pixel values as a means of distinguishing between the background and foreground [4–6].
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This popular technique is referred to as global thresholding since a single threshold value
is set for the entire image [7]. Global thresholding is desirable for our study since we need
to set a single SINR threshold. We adapted pixel values as an input and replaced them
with SINR values reported in the cell. The selected threshold value separates the outer and
inner region subscribers. Our work considered two methods, i.e., iterative self-organizing
data analysis (ISODATA) and native integral ratio (NIR). NIR has been utilized in setting
a threshold in handwritten documents that were used for forensic purposes. The pixels
forming the handwriting gets categorized into classes of three, i.e., fuzzy, foreground, and
background. In between the background and the foreground sits the fuzzy class. The fuzzy
pixels are not definitively defined where they exactly fall [8]. ISODATA on the other hand
has been used by eye specialists in diagnosing diabetic retinopathy. The process involves
segmentation of retinal images of the eye and dividing them into retinal background and
blood vessels [9]. Edge throughput and fairness are the performance parameters used to
measure the effectiveness of the approaches considered. Poor SINR values are mostly found
near the cell edge, and such subscribers tend to suffer dismal throughput. It is important
to incorporate fairness as throughput alone can be very misleading. A cellular network
might have high throughput; however, the throughput is exclusively enjoyed by just a few
subscribers with good SINR values.

Various frequency allocation schemes have been used widely such as: best channel
quality indicator (CQI), proportionally fair (PF), and round robin (RR). Our paper adopted
PF scheduler as it forms a great balance between throughput and fairness metric. Round
robin would have offered improved fairness. However, equal allocation of resources to
subscribers even with poor SINR means that network throughput is reduced. On the other
hand, best CQI prioritizes frequency allocation based on signal strength. Only subscribers
with the best signal would get the frequency resources at the expense of those with poor
signals. This would lead to higher network throughputs but poor fairness.

The main contribution of this paper is in setting an optimal SINR threshold which is
periodically updated. This would yield better throughputs and fairness. The approaches
considered were ISODATA and NIR and were compared with static FFR. NIR was found to
perform best by achieving better throughput and fairness.

2. Literature Review
2.1. Cellular Network Model

The base station (BS) positioned at the center of each hexagon represents the area
of coverage, as depicted in Figure 1 below. A circle with identical area can be utilized to
estimate every cell coverage area. The circle radius obtained by r = (

√
3
√

3/2π)Hs, Hs
is the side of the hexagon. The resulting area of coverage total is Ac

T = π
(
r2 − r2

0
)
. The

shortest distance between the nearest mobile station (MS) to the serving base station is r0.

Figure 1. Two-layer FFR network layout.
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2.2. FFR Network Layout

Standard FFR architecture is split into the outer region, also referred to as partial re-use
zone, and the inner region, popularly referred to as full re-use zone [10]. The received SINR
values from the subscribers dictates how the threshold is set and which subscribers fall in
the respective regions. In the event the received SINR value is higher than the threshold
denoted as Γth, the subscriber is then categorized in the inner region. If not, it is regarded
to be in the outer region or the partial-reuse zone. The inner and outer regions are allocated
disjoint frequencies. BT , which is the total system bandwidth and contains orthogonal
subcarriers, RT and BT , is divided into BI , which is a cluster of subcarriers in the inner
region. Sub-carrier cluster, BO = BT \ BI , is allocated to outer region subscribers. BO cluster
is again split into three parts, BO1, BO2, and BO3 [10]. The three parts allocated to the MSs
in the outer cell ensure every adjacent cell is operating at different sub-band frequencies.

Hence,
RT = 3RO + RI (1)

Inner region and outer regions are respectively assigned subcarriers, RI and RO.
βFR is the ratio of subcarrier numbers that fall in the inner region. The outer region

gets allocated, 1− βFR , of all the available system bandwidth.

2.3. SINR

Considering path loss, NdB, and small-scale fading as in [11], the modelling of the
channels that links MS d and BS p can be obtained as:

NdB

(
Cd,p

)
= log10

(
Cd,p

)
10α + K (2)

K is a constant representing path loss at a meter from the BS, and α represents the
pathloss exponent that varies depending on the environment of operation. Distance be-
tween MS d and BS p is Cd,p which is measured in meters.

Z represent cell layers, O or I, having MS b located in the cell served by a BS p. During
the scheduling period, t, the nth subcarrier instantaneous SINR WZ

p,l(t), is obtained by:

WZ
p,l(t) =

∣∣∣Dd,p,l(t)
∣∣∣2PwGT N

(
c0,p
)

IZ
p,l(t) + N0Fn∆b

. (3)

The BS antenna gain is represented by GT , whereas Pw is the power assigned to each
subcarrier. N

(
c0,p
)

represents the path loss. The frequency response due to small-scale
fading is Dd,p,l(t) ∼ JN (0, 1) within the channel that connects MS u and BS b during
scheduling period, t, on the nth subcarrier. The power spectral noise density (PSD) is N0,
and the noise factor is represented by Fn. ∆b represents the subcarrier frequency bandwidth.
The interference term IZ

p,l(t) is given by:

IZ
p,l(t) = ∑

d∈ΦZ
l

PwGT N
(

cd,p

)∣∣∣Dd,p,l(t)
∣∣∣2 (4)

where N
(

cd,p

)
represents the path loss, and Dd,p,l(t) represents the small-scale fading. The

set of interfering BSs that depend on the FFR layer of subcarrier and the subcarrier itself is
represented by ΦZ

n . Figure 1 shows the interfering base station set as follows:

ΦZ
l =

{
{1, 2, . . . , 18}, l ∈ BI

{8, 10, 12, 14, 16, 18}, l ∈ BO
(5)
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If we assume a homogeneous power allocation, then each subcarrier power allocation is

Pw =
PT

RI + RO
(6)

PT represents the available power at the BS transmitter.

2.4. Throughput

Downlink throughput is directly affected by SINR of a channel of every MS as illus-
trated by Shannon- Hartley theorem [12].

C = log2

(
WZ

p,l(t) + 1
)

BT (7)

where C connotates the capacity of the channel in bits/s.

2.5. Jain’s Index of Fairness

A more comprehensive FFR scheme performance evaluation is accomplished by
considering both fairness and throughput [13]. Jain’s fairness index is important as it
grades how throughput is equitably distributed among subscribers. Jain’s fairness index is
expressed as:

J(x) =

(
∑N

i=1 xi

)2

N ∑N
i=1 xi

2
(8)

The number of users in each coverage areas is denoted by N, while the throughput
that the ith user experiences is given by area of coverage xi.

2.6. Proportionally Fair (PF) Scheduling

PF scheduling is a channel-aware-scheduling technique which aims to strike a balance
between ensuring throughput and fairness [14]. The prioritization coefficient is Pc(t) where
Pc(t) = 1/µp(t) is given to every MS based on their anticipated resource consumption. The
channel-state information short-term average evolution is µp(t). It is obtained using the
moving average over a window W.

µp(t) = µp(t− 1)
(

1− 1
W

)
+ ∑

l∈BZ

ιp,l(t)
WZ

p, l(t)

W
(9)

ιp,l(t) shows if MS q in scheduling period t during nth subcarrier can communicate, i.e.,

ιq,n(t) =
{

1, when MS p is scheduled on carrier l in t
0, else

(10)

Instantaneous SINR information is exploited by the PF scheduler which is experienced
by all MSs q ∈ MA and allocates subcarrier l ∈ FA to MS u ∈ MA, satisfy the condition:

u = arg max
q∈MA

{
Pc(t)WZ

p, l(t)
}

(11)

MA represents the total MSs number in a certain cell area, A.

2.7. Native Integral Ratio (NIR) Method

Typically, global thresholding is done in one stage where the image pixels are separated
into foreground and background. Global threshold methods target to achieve a specific
threshold value to do the separation [8]. NIR thresholding aims to add a third category
of pixels called fuzzy class. In the fuzzy class it is not clear whether these pixels fall
in the foreground or background [8,15]. Two critical values, M and N, are, therefore,
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determined. The foreground and fuzzy class boundary, and the background and fuzzy
class boundary, exist respectively. The technique first determines these two boundaries
then later determines the threshold within the fuzzy class region. In the first stage of
thresholding, a range of threshold values lying between M and N are obtained. In the
subsequent stages, a final threshold level is picked between M and N [8]. The integral
function can be represented as a function, y : J → K , where J is a subset of K. Hence:

y(t) =

∫ s2(t)
s1(t)

p(u)du∫ s4(t)
s3(t)

p(u)du
(12)

where s1, s2, s3, s4 are all real functions with variable u and parameters uo p is also a
real function.

si : Ji → K, Ji ⊂ K, and i = 1, 2, 3, . . .
p : Jp → K, Jp ⊂ K

For similarly spaced adjacent intervals, the integral ratio function can be expressed as:

y(t) =

∫ to+dt
t p(u)du∫ to+2dt

to+dt p(u)du
(13)

where to is the pivot of so, and i = 1, 2, 3, . . .
The NIR technique determines the lower and upper bounds of the fuzzy region using

estimators [8]. These estimators use the intensity histogram of the image as the threshold.
Assume for example that q f represents the intensity value of local maximum of the pixels
in the foreground. Let qo denote the background peak if it has a single background peak.
Let qb represent the background peak with the highest intensity of the background that has
more than one peak.

For the lower bound of the fuzzy region, J:

J = q f + argmax
t=1...(qb−q f )/2

y(t)− 1

where y(t) represents an NIR estimator of the form:

y(t) =
∑

zi=q f +t−1
zi=q f p(ui)

∑
zi=2p f +t−1
zi=p f +t p(ui)

(14)

Additionally, for the upper bound of the fuzzy region, K:

K = q f − argmax
t=1...(qb−q f )/2

y(t) + 1

where y(t) represents an NIR estimator of the form:

y(t) =
∑

zi=qb
zi=qb−t+1 p(ui)

∑
zi=pb−t
zi=pb−2t+1 p(ui)

(15)

In addition, ui represents gray-scale intensity values ranging from 0 to 255.

2.8. The Iterative Self-Organizing Data Analysis (ISODATA) Method

The iterative self-organizing data analysis (ISODATA) is an unsupervised classification
method useful in categorizing pixels of an undefined image. The pixels for a given image
are grouped into specific categories based on their spectral values [16].
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Generally, in the ISODATA technique, an arbitrary threshold value is selected. Sec-
ondly, each pixel is classified according to where it falls on either side of the chosen
threshold value. The mean values of each class, one class being above the threshold and
the other below the threshold, are then estimated using a Gaussian distribution. Finally, the
second and third steps are iterated until the change between the looping is infinitesimal [17].

2.9. ISODATA Algorithm

� Select an initial threshold value, To, for instance, half of the maximum dynamic range.
� Loop

� Divide the histogram into two such that one segment corresponds to the
foreground and the other to the background.

� Calculate the sample mean of gray values of foreground and background
pixels (h f and hm).

� Determine a new threshold value, T1; this is the average of these two samples’ means.
� Re-segment the histogram again into two.

� Check if any mean value has changed. If so, go to loop or else terminate.

3. Methodology

The proposed dynamic FFR technique calculates the optimal SINR threshold using
NIR and ISOATA techniques. The frequency partitioning factor, βFR, is set proportionately
to the number of subscribers in the inner region that is based on the optimal threshold. The
simulations are carried out after every 50 transmission time intervals (TTIs) to continuously
update the threshold value. The results are analyzed based on edge user equipment (UE)
throughput and fairness. Table 1 shows the variables used in simulations to obtain the
results. The performance of the two mentioned approaches is also compared with cases
where the SINR threshold is set at 5 dB and βFR of 0.5. For each FFR configuration, UEs
ranging from 10 per cell to 50 per cell are simulated. The MATLAB-based Vienna LTE-A
Downlink System Level Simulator v2.0_Q3_2018 created by Institute of Telecommunication
at Technische Universitat Wien–Vienna Austria, was used to perform the simulations [18].
For every cell, the number of user equipment per cell was continuously raised from 10 to
50 and their histograms plotted.

Table 1. Parameters used for the LTE FFR simulations.

Parameter Value

UE speed 5 Km/h
Number of cells 21

UEs per cell 10, 20, 30, 40, 50
Antenna pattern TS 36.942
Transmit power 40 W

Feedback AMC: CQI, MIMO: RI & PMI
Shadow fading None

Minimum-coupling loss 70 dB
Noise spectral density −174 dBm/Hz

Simulation length 50 sub frames (TTIs)
Receiver model Zero forcing

Inter-eNodeB distance 500
Transmission bandwidth 20 MHz (100 resource blocks)
Antennas (NTX × NRX) 4 × 2

Channel model TU
Pathloss model TS 36.942—Urban area, 70 dB MCL

Scheduling algorithm Proportional fair
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System Algorithm

Table 2 illustrates the algorithm that performs the thresholding and frequency par-
titioning. The algorithm is first run using ISODATA. Then, the thresholding approach is
substituted with NIR, and histograms and graphs are generated for each particular method.

Table 2. System algorithm for optimal thresholding and frequency allocation for NIR.

1. INITIATE
2. AFTER EVERY 50 TTIs DO
3. FORMULATE histogram of SINR distribution, Hγ for UEs
4. IMPLEMENT NIR method to determine threshold, T
5. T = nirthresh (Hγ ); #Note: T = isothresh for the case of ISODATA
6. SCALE T to Γth

7. Γth = Hγlower limit +
(

Hγupper − Hγlower

)
× T

8. FFR UE MAPPING
9. PR_zone_UEs = 0
10. FR_zone_UEs = 0
11. If User Equip SINR ≥Γth
12. ALLOT User Equip to FR zone
13. FR_zone_UEs++
14. else
15. ALLOT User Equip to PR zone
16. PR_zone_UEs++
17. end
18. COMPUTE βFR
19. βFR = FR_zone_UEs /(FR_zone_UEs + PR_zone_UEs )
20. SET new values of Γth and βFR

4. Results

The dynamic FFR threshold for NIR and ISODATA used in the simulation are shown in
Tables 3 and 4, respectively. The tables also indicate the frequency-partitioning factor, βFR.

Table 3. NIR parameters.

1 2 3 4 5

Number of UEs per cell 10 20 30 40 50
Total number of UEs 210 420 630 840 1050

Optimal Γth (dB) 4.24 3.33 3.27 0.11 3.33
βFR 0.347 0.53 0.48 0.59 0.46

Table 4. ISODATA parameters.

1 2 3 4 5

Number of UEs per cell 10 20 30 40 50
Total number of UEs 210 420 630 840 1050

Optimal Γth (dB) 3.66 4.26 3.51 3.87 3.92
βFR 0.34 0.33 0.40 0.36 0.35

4.1. UE Wideband SINR Distributions

The resultant histograms in Figures 2–6 showing the wideband SINR distributions
for user equipment after 50 TTIs are represented as per Table 3. The threshold for any
distribution is represented by the dotted line in the figures. The histogram shows the
number of UEs with a certain SINR signal value. The horizontal scale represents the SINR
value, while the vertical scale shows the numbers of UEs. In every case, the frequency
partitioning parameter is also calculated. The dotted line represents the SINR threshold for
the respective histograms. There are five histograms for the different cases where the cell is
loaded progressively from 10 UEs per cell to 50 UEs per cell.
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Figure 2. Wideband SINR distribution for 10 UEs.

Figure 3. Wideband SINR distribution for 20 UEs.

Figure 4. Wideband SINR distribution for 30 UEs.
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Figure 5. Wideband SINR distribution for 40 UEs.

Figure 6. Wideband SINR distribution for 50 UEs.

4.2. Empirical Cumulative Distributed Function (ECDF) Curves

The ECDF curves shown in Figures 7–11 measure the probability of achieving a
particular throughput. The y-axis represents the probability which ranges from 0–1, and
the x-axis represents the throughput in Mbps.

Figure 7. Edge UE throughput ECDF for 10 UEs per cell.
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Figure 8. Edge UE throughput ECDF for 20 UEs per cell.
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Figure 11. Edge UE throughput ECDF for 50 UEs per cell.

Figure 12 represents peak edge UE throughput; Figure 13 represents the average edge
UE throughput, while Figure 14 represents the fairness metric.

Figure 12. Peak edge throughput for a number of user equipment per cell.
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Figure 13. Average edge throughput for a number of user equipment per cell.

Figure 14. FFR configurations fairness chart for different number of user equipment per cell.

5. Discussion

The ECDF curve shows the probability of achieving a particular throughput. Consider
Figure 7 where the case of 10 UEs per cell. For a throughput value of 0.5 Mbps, the
probability of achieving that throughput was 0.25 for NIR or 25%, meaning 75% of UEs
achieve throughputs higher than 0.5 Mbps. The performance of ISODATA at that point was
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0.55 or 55%, meaning only 45% of UEs achieved throughputs higher than 0.5 Mbps. Whereas
for static FFR, all the UEs fell below 0.5vMBps, meaning the NIR method outperformed
ISODATA thresholding and the static FFR approach. In some cases, such as in Figure 8,
in the case of 20 UEs per cell, ISODATA outperformed NIR up to throughputs of 0.325;
beyond that threshold, NIR performed better. These ECDF curves, therefore, came in handy
in determining the probability of UEs achieving a certain minimum throughput level or
service level. The graph in Figure 12 showed the highest individual edge UE throughput
achieved by the various approaches. Figure 13 shows the graph of the average edge
throughput for all the UEs for the various approaches under different cell-load conditions.
Figure 14 shows the fairness graph. The higher the fairness index, the better since UEs with
poor SINR were also catered for. NIR technique achieved the highest peak throughput
values from 10 UEs per cell to 50 UEs per cell. For 10 UEs, 0.61 Mbps was recorded,
and ISODATA recorded 0.59 Mbps while static FFR is 0.49 Mbps. This shows that NIR
outperformed ISODATA by 3.3% and outperformed static FFR by 19.7%. For 50 UEs
per cell NIR reported 0.17 Mbps, while ISODATA was 0.16 Mbps and static FFR was at
0.12 Mbps. NIR outperformed ISODATA by 5.9%, while it outperformed static FFR by
29.4%. Average throughput would be a more desirable measure of performance. All the
edge UE figures are considered instead of a single peak value. NIR at 10 UEs per cell
reported 0.54 Mbps, while ISODATA reported 0.52 Mbps and static FFR is 0.39 Mbps. NIR
performed 3.7% and 27.8% better than static FFR. For 50 UEs, NIR and ISODATA performed
the same at 0.14 Mbps but did better than static FFR at 0.09 Mbps. In only one instance of
20 UEs per cell, ISODATA marginally outperformed NIR by 6.5%.

6. Conclusions

This paper targeted to improve throughput and fairness in FFR schemes. This was
achieved using global thresholding techniques, i.e., ISODATA and NIR to set the SINR
threshold. The results were validated by comparing throughput and fairness of the two
approaches with static FFR. Previous approaches have lacked the dynamic aspect of con-
tinuously updating the SINR threshold. Our approach periodically updated the SINR
threshold after every 50 TTIs. Scheduling was done using the PF scheduler. We set up
simulations using the MATLAB-based Vienna LTE system level simulator. We used scripts
and functions to implement the thresholding algorithms, as shown in the methodology. We
varied the number of UEs per cell to demonstrate varying cell loads. We concluded from
the ECDF curves that NIR had the highest probability of achieving the best throughput for
a targeted minimum network throughput value. We also concluded that NIR outperformed
both ISODATA and static FFR in terms of edge throughput, as shown in Figure 12. This
edge throughput represented the highest throughput achieved by a subscriber in the cell
edge. We also concluded that NIR and ISODATA perform similarly when it comes to
average throughput. NIR and ISODATA significantly outperformed static FFR in terms
of throughput. However, when it comes to fairness, NIR consistently outperformed ISO-
DATA and static FFR. Overall, despite ISODATA marginally outperforming NIR in average
throughput in the case of 20 UEs per cell, we can conclude that NIR has superior perfor-
mance. For the case of static FFR method, we opine that even if other values of SINR
threshold and βFR were set, the results would still be sub-optimal. These values would not
continuously adapt to the changing cell-load conditions and fluidity or movement of the
subscribers. Future work can involve considering thresholding techniques that set multiple
thresholds for cases of FFR schemes that have more than two regions.
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Nomenclature

AMC Adaptive Modulation and Coding
BS Base Station
ECDF Empirical Cumulative Distribution Function
CQI Channel Quality Indicators
FFR Fractional Frequency Reuse
FR Full Reuse
ISODATA Iterative Self-Organizing Data Analysis
LTE Long-Term Evolution
LTE-A Long-Term Evolution—Advanced
MCL Maximum-Coupling Loss
MIMO Multiple Input Multiple Output
MS Mobile Station
NIR Native Integral Ratio
OFDMA Orthogonal Frequency Division Multiple Access
PF Proportionally Fair
PMI Precoding Matrix Indicator
PR Partial Re-use
RI Rank Indicator
RR Round Robin
SINR Signal-to-Interference-plus-Noise-Ratio
TTI Transmission Time Interval
TU Typical Urban
UE User Equipment
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